Data Integration for /\f
Statewide Transportation; /
\ Planning (
™ Vol

J )

SPR # 0092-07-23

Highway Research Program

\
k=

m Jessica Y. Guo, Ph.D, Sasanka Gandavarapu

: Transportation and Urban Systems Analysis Laboratory

o Department of Civil and Environmental Engineering

University of Wisconsin - Madison

0 February 2010
L

WHRP 10-02

W






WISCONSIN HIGHWAY RESEARCH PROGRAM # 0092-07-23

DATA INTEGRATION FOR STATEWIDE
TRANSPORTATION PLANNING

Final Report

Submitted to the Wisconsin Department of Transporta tion

by
Jessica Y. Guo, Ph.D.
Sasanka Gandavarapu

Transportation and Urban Systems Analysis Laborator y
Department of Civil and Environment Engineering
University of Wisconsin — Madison

February 2010






DISCLAIMER

This research was funded through the Wisconsin aghResearch Program by the
Wisconsin Department of Transportation and the F@ddéighway Administration under
Project # 0092-07-23. The content of this repdiece the views of the authors, who are
responsible for the facts and accuracy of the gatdished herein. The contents do not
necessarily reflect the official views of the Wisstn Department of Transportation or
the Federal Highway Administration at the time abfication.

This document is disseminated under the sponsorsifipthe Department of
Transportation in the interest of information exoppe. The United States Government
assumes no liability for its contents or use there®his report does not constitute a
standard, specification or regulation.

The United States Government does not endorse giodu manufacturers. Trade and
manufacturers’ names appear in this report onlyabse they are considered essential to
the object of the document.



ACKNOWLEDGEMENT

The TUSA Lab research team thanks the many staffilbees from WisDOT’s Planning

and Economic Development Bureau, State Highway f@rmg Bureau, and Information
Technology Services Bureau who participated instlveey and interviews conducted for
this research. The authors are also grateful toAleen Switzer and Ms. Susie Forde for
their assistance in providing contacts within WisD@nd valuable feedback on the
research. Thanks are also due to all members gbriiject’'s Oversight Committee and
the Data Integration Technical Oversight Commite&/HRP.



TECHNICAL REPORT DOCUMENTATION PAGE

1. Report No. 2. Government Accession No 3. Recipient’s Catalog No
4. Title and Subtitle 5. Report Date
Data Integration and Partnership for Statewide Jpartation Planning August 2009

5. Performing Organization Code

7. Authors 8. Performing Organization Report No.
Jessica Y. Guo and Sasanka Gandavarapu
9. Performing Organization Name and Address 10. Work Unit No. (TRAIS)

Department of Civil and Environment Engineering
University of Wisconsin-Madison
1415 Engineering Drive, Madison, WI

11. Contract or Grant No.
WHRP# 0092-07-23

12. Sponsoring Agency Name and Address 13. Type of Report and Period Covered
Wisconsin Department of Transportation Final Report, 2008-2009

Division of Business Services
Research Coordination Section

4802 Sheboygan Ave. Rm 104 14. Sponsoring Agency Code
Madison, WI 53707

15. Supplementary Notes

16. Abstract

The goal of this study was to investigatedhta availability, accessibility, and interoperapilssues arisen from the statewide
transportation planning activities undertaken asBMdT and to identify possible approaches for adilngsthese issues. A survey and
series of interviews were conducted with data ugaesners) to identify current data use practams the issues encountered when
dealing with WisDOT-owned and non-WisDOT-owned data. Interviews were also conducted with dateocliests and IT support
staff to obtain information regarding the colleatimnaintenance and updating of frequently usednitgndata. The interview process
confirmed some of the survey findings but also adse differing views and data users’ misconceptimithe availability and quality of
planning data. The information collected about taxisdatasets was used to develop a catalog ohlgrdata (with a focus on non-
highway data) and a series of data flow diagranfetp documenting and informing data users of exdstiatasets.

Based on the findings through the variousestayj this project, five recommendations were gateerto help WisDOT in addressing
the data challenges and opportunities relatingatosportation planning: (1) information dissemioati(2) centralized data platform, (3
designated data coordinator, (4) data accessao@drig range planning, and (5) data standardizatitformation dissemination and
centralized data platform are the low-hanging ftliét would address several data challenges wigtatively short timeframe. The
remaining three recommendations require more filmhaad time investment and also stronger agenoyntioment to changing the
current business practices. However, they are éggec yield high benefits in the long term.

17. Key Words 18. Distribution Statement
Data integration; data sharing; transportation ipiaay;, data No restriction. This document is available to thublx through the
accessibility; database interoperability. National Technical Information Service

5285 Port Royal Road
Springfield VA 22161

19. Security Classif.(of this report) 19. Security Classif. (of this page) 20. No. of Pages | 21. Price
Unclassified Unclassified 90

Form DOT F 1700.7(8-72) Reproduction of completed page authorized






EXECUTIVE SUMMARY

Project Summary

The continuous and comprehensive nature of theevgidé transportation planning
process calls for diverse, reliable, and up-to-daita to inform decision-making. Data is
required to identify the aspirations and concernthe community, formulate alternative
actions, evaluate potential impacts of alternativeesl monitor implemented solutions.
Due to the wide range of planning factors to besatered, the planning process is a
data-intensive one that involves the gatheringjenel, storage, weaving, analysis, and
communication of large quantities of transportatystem, land use, passenger, freight,
socio-demographic, economic, and environmental.dakas requires accessing and
integrating data from many different sources atfal] state, regional, and local levels.
The need to review and revise transportation pdarasprograms over time also raises the
added challenge of having to keep data up-to-datk ta resolve temporal disparity
among data sources.

The abovementioned data-related challenges douggest that all data for supporting
the statewide transportation planning process shielstatically integrated. Rather, they
point to the need for data systems to be easilybowad to inform decision-making.

Establishing easy access and bringing consistendycampatibility to disparate multi-

agency databases presents technical, cultural @stttutional issues that have been
largely under-explored. This project seeks to exa&mithe data-related barriers
experienced by the transportation planning stafftreg Wisconsin Department of

Transportation (WisDOT) and to identify data intgwn approaches for overcoming
these barriers.

Background

Barriers relating to data awareness, availabikiycess, and interoperability have been
found to impede the efficient flow of informatiomdh limit the full potential for
comprehensive transportation analysis for manyestatn Wisconsin, for example,
planning for our statewide transportation servig@golves consolidating data from
multiple business units within WisDOT, as well a&xidral agencies (such as Census
Bureau), other state agencies (such as Departniéyétaral Resources, Department of
Administration, and Department of Revenue) andlleaéities (such as MPOs and transit
operators). Due to the diverse nature of potendiala sources, identifying and
assembling relevant data for planning studies is axatraight-forward task. While
significant strides have been made to combineiegisrporate databases within several
functional areas of WisDOT, the process of statewi@gnsportation planning requires
access to many data sets beyond the existing atezghjdatabase systems.

Improved data integration and sharing can optinaxalable resources and enhance the
quality of data brought to the transportation plagrprocess. However, data integration
and partnerships are often complicated by cultaral institutional factors, as well as
how data are defined, collected, derived, storad,raanaged. To date, little literature is
available that addresses the many facets of datalmsgration and partnership in
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relation to transportation planning. The goal ofsthresearch is to expand the
knowledgebase about data-related issues and sdutichelp state agencies take the next
step toward more effective planning processes tiralata integration.

In particular, this research investigates the datailability, accessibility, and
interoperability issues arisen from the statewidangportation planning activities
undertaken at WisDOT and identifies possible apghrea for addressing these issues.
The specific research objectives are to:

1. Review existing publications to identify best prees of data integration and
partnership for transportation planning, therebyvmting a synthesis of the
motivation for integration/partnership, the probteencountered and lessons learnt,
and the technologies/strategies used.

2. ldentify the business and analytical processes titotisg the current statewide
transportation planning practice in Wisconsin, doeat the data currently used to
support the processes; and catalog informationrdeya data sources useful for
transportation planning.

3. ldentify and document technical, financial, indidnal, and other barriers to the
access and integration of planning-related dataditAwhally, assess the extent to
which currently available data could support futdransportation modeling and
planning activities in Wisconsin.

4. Develop recommendations for overcoming the barrigrsdata integration and
partnership within WisDOT, as well as between WidD&hd other agencies. Also,
identify the next steps to further evaluate the edfectiveness of the recommended
methodologies.

This research project was conducted at the Uniyeo$iWisconsin-Madison and funded
by the Wisconsin Highway Research Program (WHRR)VDOT.

Process

The research was comprised of six tasks designedoftectively achieving the project
objectives outlined above.

Task 1: Synthesize existing literature on datagr#gon and partnershiplhis task
corresponds directly to research objective (1). Témearch team reviewed published
documents and web site materials pertaining to uaégration and partnerships to aide
statewide transportation planning and transportatiecision making in general. The
synthesis of literature is presented in chapteirtBie report.

Task 2.Understand the current practacel Task 3. Identify data opportunities, gaps and
challengesThese two tasks go hand-in-hand and together ssldesearch objectives (2)
and (3). As part of task 2, the research teamestdoy conducting a survey with the staff
at the Bureau of Planning and Economic Developr(®RED) of WisDOT to develop an
inventory of their planning activities and the datairces used to support these activities.
Further information about currently used data sesinwere collected through reviewing
relevant documents and contacting data custodiadtienvand outside of WisDOT. The
information collected was used to compile a datalog documenting the current status
and use of planning-related data. Under the ad¥itke project oversight committee, the
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data catalog adopted the structure of WisDOT's tegs Highway Data Catalog
(developed by the Data Management Section of BSdPthat it can be viewed as an
extension of the Highway Data Catalog. A total 8fdata sources were documented in
addition to the many already described in the HigynWata Catalog. The data cataloging
effort is described in section 4.1 of this report.

The survey designed for accomplishing task 2 aistuded questions for fulfilling task3.
Specifically, the survey asked the respondentsr therceived accessibility, quality,
format and timeliness of planning data sourcesh lmternal and external to WisDOT.
The respondents were also asked to report any utaeiheeds that they currently faced
and that they envisage for the near future. Coraglesponses were received from nine
planning staff. The survey process and findingssaramarized in sections 3.1 and 3.2 of
this report.

As part of Task 3, the research team also conddatedto-face interviews with selected
data users within BPED to ask clarifying, more apth questions regarding the data
challenges reported in the survey, as well as dolitnal data needs and concerns not
reported in the survey. Data custodians, databggiecation managers, and agency-wide
IT support staff were also contacted to obtain nmi@tion regarding existing data
management systems and any on-going or anticipdtsd access improvement efforts.
The interview process not only confirmed many & $irvey findings, but also revealed
differing views and misconceptions of the availipiand quality of planning data. The
interview process and the findings are reportesetions 3.3 and 3.4 of this report.

Task 4.Data and process flow modelifdased on information collected through the
survey and interviews conducted as part of taska®3, the research team documented
the flow of frequently used planning data in thenfoof a series of data flow diagrams.
The diagrams serve to help identify the organiratiainits and technology involved in
the collection, maintenance and updating of eactase# illustrate possible data
redundancy and lack of centralized access; and foelpulate recommendations to
increase the efficiency of the current data flonchamism. As such, this task contributes
to meeting research objectives (2) and (3). The fleagrams are presented in section 4.2
of the report.

Task 5.Develop recommendations for data integnadiad partnershiplhis task entailed
first assessing the data needs and challengesifidenthrough the survey and user
interviews (tasks 2 and 3) against the current dat@ss and flow mechanisms revealed
through the custodian interviews and process flavdeting (tasks 3 and 4). Based on the
assessment, the research team developed a sectawhmendations for addressing
existing needs and challenges and for helping aehige desired level of data integration
and partnership. The recommendations incorporagsgohs learnt from past data
integration practices (as reviewed in task 1), tapdirom WisDOT staff, and
knowledgebase of the research team. The recommenslare documented in chapter 5
of this report. Also included in the chapter are tespective factors for consideration,
ballpark estimates of the relative cost requiremtr@ implementation time requirement,
and the anticipated scope of impact on planningcties associated with each
recommendation. This task fulfills research objex{@).

Task 6. Prepare final repofithis entailed summarizing all study elements ia thport.
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Findings and Conclusions

Compared to the amount of literature on the topicdata integration for asset
management, there are much fewer publications degardata integration for
transportation planning, indicating the need fortHar research on this latter topic.
Among the data integration efforts reviewed in thigject, developing and disseminating
data dictionaries or catalogues was found to bemanwon and useful approach. More
advanced approaches used to enhance data acdes ithe use of metadata publishing
tools and content management systems. There ampées of state DOTs using either
the centralized data warehousing approach or ttexoiperable database approach to
integrate databases within their agencies. Geograpformation systems (GIS) typically
play a central role in managing the consistencpsxtransportation-related spatial data
and providing data in a unified environment. Therature also pointed to organizational
issues — such as resistance to change from stfoften being a major impediment to
data integration efforts. The fact that the besefdf such efforts often lag its
implementation and are not very easily quantifiaiieshort run also makes gaining
agency-wide support in such efforts a challenge.

Our survey to BPED staff resulted in a response oatabout 30% (9 responses). Thus,
caution needs to be exercised when interpretingetiadividual responses. The general
themes that emerged from the survey include:

(a) Data access appears to be hindered by the percéackd of up-to-date
information regarding what data are available armne. This perception is a
result of having no clear documentation of datausers not aware of data
documentation that exists.

(b) Planning staff generally found the data qualitypeosatisfactory. An exception
is when multiple sources appear to be availabl¢ghersame data item.

(c) Since the wide range of planning-related data oftemes in differing formats
and level of spatial scale, most respondents re@dttat they oftemeed to
perform minor manipulation and sometimes need majanipulation to use
planning data.

(d) The differing, and sometimes irregular, cycles byich datasets are updated
were reported to hinder users’ ability to locate ltest version of a dataset.

(e) Regarding data shared between WisDOT and othercegeriwo major issues
were reported. First, as data from external agsrenie sometimes in hard copy
and represent a snapshot in time, the timelinessuoh data is of concern.
Second, the data models used by WisDOT and othencas are often
different, making data interoperability an issue.

The data cataloging effort and the data flow maugfprocess provided further insights
into the overall process of the data sharing mashamwithin WisDOT. The primary
findings are:

(a) Much of the existing, well-established data shanmgchanism is placed on
collecting, maintaining and reporting highway rethtdata. Many of the non-
highway data are not available as an enterprisures that is easily accessible
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and personal data requests have to go to desigimatedduals. The seeming

emphasis on highways in the current data managesystems is largely driven
by the business processes and reporting requiremdiis has led to the
implementation of effective highway data managenstrategies in Wisconsin
and other states. However, the statewide trarsjpamtplanning takes place in a
multimodal context and requires a much broader eanf data beyond

highways. Currently, a streamlined process for ta&img multimodal data that
parallels the existing process for managing highwata remains lacking in

WisDOT. As revealed in our literature review, tilssa common challenge also
being faced by other state DOTSs in the country.

(b) The data flow modeling process revealed that mbam tone access channel
exists for some datasets. In most cases, theretig duplication of data, but
merely multiple access methods that offer greabewenience to the users. In
these cases, the end users need to be aware e¢hdatth obtained through the
alternative access channels is the same and there concern regarding data
consistency across differing channels. In otheegasowever, duplicate copies
of data or variants of the same data do exist,iquéatly on the Geo-base
system.

(c) The disparity across the planning-related datd&ir tsources and flow paths —
as reflected in the data flow diagram — suggest thavell structured and
managed central clearinghouse for planning dataldvba a valuable asset to
BPED.

(d) The disparate format, quality, and update cycldaif sources from other state
and federal agencies present a data challenge ishdteyond WisDOT'’s
administrative boundary and requires federal leddpr to achieve
standardization across planning data providersuaeds.

Recommendations for Further Action

Based on the findings through the various stagesisfproject, five recommendations
were generated to help WisDOT in addressing tha dhagallenges and opportunities
relating to transportation planning.

Recommendation #1: Information disseminatiBaise awareness of where data are by
providing an up-to-date data catalog (this has bhegbemented with the Highway Data
Catalog). Adopt technologies such as web-based dattaapplication or content
management system to provide more detailed andnaigadly maintained metadata.

Recommendation #2: Centralized data platfofim.address the concerns of redundant or
duplicate data, move the data items currently negidn the Geo-base platform that are
worth keeping to the SDE under the management B&BI

Recommendation #3: Designated data coordin&lesignate a data coordinator, whose
job function would be to streamline the data bussngrocess for BPED and provide the
needed data services and products to support gateations, planning processes, and
business objectives. The data coordinator wouldctire these services, coordinate
among organizational units that provide the origidata, coordinate with the data




management units in other Bureaus (e.g. BSHP ai&)Bland ensure the services are
maintained and running.

Recommendation #4: Data access tool for long raslganing. To meet the strong
business need for working with and integrating muadal data, house all planning
required data items in SDE and develop a data at¢oekbased on the ‘layer file’ feature
in ArcGIS. The tool essentially provides pointeostlie planning related data items on
SDE with predefined display settings, queries, labéls. An alternative to implementing
the data access tool using layer files is to bualdgraphical user interface (GUI)
application on SDE. Such a GUI could allow usersteractively select the data layers
needed and run customized queries. However, thislai@ment of such a GUI would be
more expensive and involved than that of the ldyebhased tool.

Recommendation #5: Data standardizatidnsolution that would have the most long
term impact on enhancing data exchange and inteabili¢ey between a state DOT and
other agencies is to establish data standardseThes been ongoing research effort in
developing standards for transportation data, €gnsXML, using XML schemas to
provide a common vocabulary and information striectfor transportation agency
activities and assets. This is not an approachishaady for adoption, but a direction for
future practice that warrants planning agencigsnaion.

The implementation of our five recommendations woahtail differing levels of costs

and time requirements. Information disseminatiod aentralized data platform are the
low-hanging fruit that would address several ddtallenges with a relatively short
timeframe. The remaining three recommendations iregomore financial and time

investment and also stronger agency commitmenthi@nging the current business
practices. However, they are expected to yield bighefits in the long term.
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1. INTRODUCTION

1.1. Statewide Transportation Planning and the Role of Bta

Statewide transportation planning is tbeoperative continuous and comprehensive
process through which investment decisions are ntadprovide safe and efficient
transportation services throughout a state (1)pldys a fundamental role in a state’s
vision for its future. Cooperativesuggests that planning decisions are made with the
inputs from various community sectors, interestugs) agencies, and stakeholders.
Everyone has a right to voice their opinion on jasgd transportation programs and
projects. Continuousrefers to the fact that planning decisions are enand revisited
over time to ensure the decisions remain the bastses of action. Comprehensive
means that the decision-making process needs twuaicéor all relevant factors. As
outlined in the Safe, Accountable, Flexible, Traorsgtion Equity Act — A Legacy for
Users (SAFETEA-LU), the planning factors that cdnge the statewide transportation
planning process include:

1. Support the economic vitality of the metropolitaea, especially by enabling global
competitiveness, productivity and efficiency.

2. Increase the safety of the transportation systearmfatorized and non-motorized
users.

3. Increase the security of the transportation systemmotorized and non-motorized
users.

4. Increase the accessibility and mobility of peopie &or freight.

5. Protect and enhance the environment, promote enayggervation, and improve
quality of life, and promote consistency betweangportation improvements and
State and local planned growth and economic devedop patterns.

6. Enhance the integration and connectivity of thesq@ortation system, across and
between modes, for people and freight.

7. Promote efficient system management and operation.

8. Emphasize the preservation of the existing trartspion system.

Due to the wide range of planning factors to besatered, the planning process is a
data-intensive one that involves the gatheringjenel, storage, weaving, analysis, and
communication of large quantities of transportatystem, land use, passenger, freight,
socio-demographic, economic, and environmental. dasathese data may come from
many different sources at federal, state, regiomadi local levels, the ability to access
and integrate data is vital to successful plannpigctices. Moreover, since
transportation plans and programs need to be redemd revised over time, the need to
keep data up-to-date and to resolve temporal digp@mnong data sources places added
challenge upon the planning process. Without cemgmsive and timely data, the
various analyses and modeling exercises undertakepart of the planning process
cannot provide reliable results to inform transgtioh investment decisions.



Identifying and assembling the broad range of @a\data for planning studies often
requires pulling together databases from multipisifess units within and outside of the
state’s Department of Transportation. Althougtsihot necessary to store all the relevant
data in a single repository, it is critical thaetbata can be easily combined to inform
decision-making. Yet, linking disparate and disited datasets is a process often
complicated by cultural and institutional factoms well as how data are defined,
collected, derived, stored, and managed @duriers relating to data awareness,
availability, access, and interoperability haverb&mind to impede the efficient flow of
information and limit the full potential for comgrensive transportation analysis for
many states. Data integration and data sharingyefibre, are vital components of
statewide transportation planning.

1.2. Data Integration

From an information management perspective, daégiation can be simply defined as
the problem of combining data residing at differemtirces, and providing the user with a
unified view of these data (3, 4). The Federalhdigy Administration (FHWA) adopts a
similar but more expanded definition of data ing&tgm: ‘the process of combining or
linking two or more data sets from various sourtegacilitate data sharing, promote
effective data gathering and communication, andpsupoverall management activities
in an organizatioh (5). At the 2001 Peer Exchange on Highway Infation Integration
organized by the TRB Statewide Data and Informat®ystems Committee, the
participants reviewed data integration asdrdination and sharing of inputs, processes
and outputs of systems; dynamically linking systefmsre data is consistent and easily
accessed, displayed and transferred between systieeby creating valuable
information for stakeholders and business decisisaking process(6). This latter
definition is considered to be most suitable fa tiontext of this project. The definition
highlights the point that not all data needs tostaically integrated. Instead, ensuring
that data systems are consistent and interopeisabléical to successful data integration
and effective decision making.

The incentives for data integration are many. Agen that combine or link their
multiple databases can reduce data collection aadagement costs, improve the
accuracy and timeliness of the information, andpsupa variety of applications that
draw data from various sources (7). Other benefittata integration include (8):

e Long term operational savings through reduced retduncy of effort

e Long term cost avoidance through identificatioropportunities to build more
efficient, integrated systems from the ground up

e Improved customer service

« Improved data consistency / quality / accuracyniiness of data, driven by
expanded use

o Development of cross-agency trust and communicaliven by inter-
dependence



e An enterprise-wide awareness of the broader busipescess, which will foster
identification of future integration opportunitiesnd better, more efficient overall
operation

1.3. Research Objectives

In Wisconsin, planning for our statewide transpiota services often involve
consolidating data from multiple business unitshmit WisDOT, as well as federal
agencies (such as Census Bureau), other stateiegd€soch as Department of Natural
Resources, Department of Administration, and Depant of Revenue) and local entities
(such as MPOs and transit operators). Due toitrexsk nature of potential data sources,
identifying and assembling relevant data for plagnstudies is not a straight-forward
task. While significant strides have been madedimbine existing corporate databases
within several functional areas of WisDOT, the mex of statewide transportation
planning requires access to many data sets beyomdexisting integrated database
systems. There remains a lack of knowledge abaath davailability and of
interoperability and integration among disparatdadaources, especially for non-
WisDOT data sources. These issues impede theeetfilow of information and limit
the full potential for comprehensive transportatamalysis.

This project aims to examine the data-related &arrexperienced by the transportation
planning staff in WisDOT and identify data integpatapproaches for overcoming these
barriers. The primary objectives are:

1. To review existing publications to identify bestaptices of data integration and
partnership for transportation planning, therebyvmting a synthesis of the
motivation for integration/partnership, the probteencountered and lessons learnt,
and the technologies/strategies used.

2. To identify the business and analytical processestduting the current statewide
transportation planning practice in Wisconsin, doeat the data currently used to
support the processes, and catalog informationrdeya data sources useful for
transportation planning, including the current datsstodians, formats, contents,
quality, collection and maintenance costs, usanirements, and access methods.

3. To identify and document technical, financial, ingtonal, and other barriers to the
access and integration of planning-related datadithuhally, assess the extent to
which currently available data could support futdrensportation modeling and
planning activities in Wisconsin.

4. To develop recommendations for overcoming the éesrio data integration and
partnership within WisDOT, as well as between WidD&hd other agencies. Also,
identify the next steps to further evaluate thet edfectiveness of the recommended
methodologies.

1.4. Scope, Methodology, and Report Outline

This project focuses on the data needs and chakefmced by the personnel of the
Bureau of Planning and Economic Development (BPE&)ich is consisted of the
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Urban planning Division, Economic Development Dieis and Travel Forecasting
Division. Emphasis is placed on the multimodal piag context in which data
describing multiple modes for both passenger agidlit transportation are needed.

As shown in Figure 1, the study involves severahgonents: literature review, online
survey to BPED staff, interviews with several bes® units within and outside of
WisDOT, development of a data catalog and a data fhodel. Finally, all components
feed into the development of our data integratemommendations.

Literature Online
Review Survey
Chapter 2 Chapter 3
A 4 A 4
L Recommendation A Data Catalog /
Development < Flow Model
Chapter 5 Chapter 4
A \ 4 A
Interviews
Chapter 3

Figure 1 Overview of study components and interdepaglency among components

This report documents our research effort, finding®ducts, and recommendations.
Specifically, Chapter 2 summarizes past data iategr efforts and presents two case
studies to illustrate successful data integratiod partnership initiatives specifically for
statewide transportation planning. Chapter 3 dessrthe data-related challenges and
future data needs as identified by a small sampl&/isDOT transportation planners
through the survey and interviews. Chapter 4 ptsseur effort of inventorying
WisDOT'’s planning-related data and the data cataludyflow model produced from this
effort. Finally, chapter 5 provides a set of dateegration recommendations to help
streamline the statewide, multimodal transportagilamning activities in Wisconsin.



2. LITERATURE REVIEW

Statewide transportation planning requires a waétdata from many different federal,
state, regional, and local sources. State DOTssacthe country have inevitably
encountered data-related challenges during theinnahg process and have utilized
various strategies to address these challengds.chiipter presents a synthesis of DOTS’
experience with these data-related challenges @uotian strategies.

The original intent of this literature review was summarize published documents and
web site materials pertaining to data integratiod gartnership to aide statewide
transportation planning. However, our literaturearsh process revealed that little
published material has discussed data integrasgues and solutions related specifically
to statewide transportation planning. Therefore,4bope of our review was expanded to
include discussions of these issues and solutidiorap related to the broader domain
area of transportation decision making. It shal&b be noted that, due to the dynamic
nature of the planning process and practice andirthieed amount of publicly available
information on the subject, this synthesis is md¢mded as a comprehensive review of
the most current state of practice. Rather, ouugas on surveying the range of data-
related challenges experienced by DOTSs, providmgights into the nature of these
challenges through documented DOT experiencesjdamdifying the best practices for
addressing these challenges.

This chapter is organized as follows. Section 2itlimed the many issues arisen from the
transportation decision-making process that calldi@ta integration initiatives. Section
2.2 describes data integration tools and stratébeshave been adopted in various states
across the country. Section 2.3 raises a few pdamtsonsideration when implementing
data integration strategies. Finally, Section 2ebpnts a summary of the literature scane.

2.1. Data Challenges

Our literature review reveals that the statewidmgportation planning process is often
subject to the following five types of data-relatddhllenges:

Data accessibility

Data quality and timeliness

Data interoperability

Data redundancy

Staff delegation and cooperation

Each of these challenges is described in morels ét@liow.
2.1.1. Data Accessibility

Data accessibility refers to the ease with whictadan be reached. Having quick and
easy access to the data that is frequently needsapport decision-making — as opposed
to having to go through a complex or tedious pracedo access data — is high on
probably every planer’s wish list.



The lack of data accessibility has often been ifledtas the main factor driving data
integration efforts. For example, at tl@perations Data for Planning Applications:
Identifying Needs, Opportunities, and Best PrastiPeer Exchangkeld in Washington,
D.C., in May 2005, state DOT representatives camecuthat data accessibility was a
major concern when using operations data in plang®). The inaccessibility was at
times manifested from the lack of knowledge of datailability. It may also be
attributed to institutional controls over data &sce

2.1.2. Data Quality and Timeliness

Quality refers to the accuracy, precision and thell of detail in the data. For example,
the quality attributes of spatial data would beusacy of representing a physical location
or resolution of the map etc. In the spatial coptéaving bad quality data refers to a
missing node or an extra link or misreported geoynetc. Dealing with these kinds of
network inconsistencies is an arduous task awdlves a lot of human intervention. In
the peer exchange (9) cited above, the Center arfisportation Studies at university of
Virginia reported that Metadata and data quality are two big challengdtgraobtaining
the access itself. In our experience, getting evseyto the table and sorting out data
issues takes time. Fast prototyping allowed uséwide data in an incremental manner,
instead of one final product at the end of the gcdj

Similar issues were faced during integrating datiransportation data into a single Geo
database Framework in Pend Oreille County, Wasbimdn 2006, Pend Oreille County
was awarded funding to work in cooperation with I§pe County and integrate and
consolidate the existing spatial data and makevdilable through the web (10). To
accomplish this project goal, datasets from difiesources had to be acquired. First, the
County Sheriff/911 data is used as the networkddataining all the roads. For county
road number and milepost data, the Pend Oreillenoengineering roads data is used.
Also, Seattle city light roads dataset collecteshgithe GPS is used to check the spatial
accuracy of the project work (11). Later, the Waglon Department of Natural
Resources Othoimagery was used to alter spatiajenyaof roads/intersections in river
corridors. Figure 2 below shows the inconsistemcthe roadway alignment represented
by the different data sources.

Figure 2 Data quality and ambiguity faced by the Ped Oreille County (10)

Also related to data quality is the timeliness ataj i.e. how accurate the data is in
representing the most current situation. Often fangportation planning, having



frequently updated data is critical to support tynanalysis. It is also important to
maintain historic data for trend analysis.

2.1.3. Data Interoperability

Sometimes, even if a dataset is accessible andad guality, the format in which it is
made available could make it difficult to use tlaad For example, the format might not
be compatible to work with the planner’s typicabude of analysis tools. This may result
in additional effort and time to manipulate datal atelay planning activities. Planners
often need to manipulate data formats to suit pheciic needs of a task. This could
mean a minor manipulation such as converting data Microsoft Excel spreadsheet to
a more advanced application like SAS or SPSS. utdcalso be a major manipulation
such as resolving different linear referencing eyst. For each planner, whether a
particular kind of manipulation is major or minoepkends on the level of experience
he/she has with the software tools.

Complete and consistent transportation data thae he same reference frames in
spatial and temporal aspects are often desiredipgpast transportation planning. Yet,
since data are often collected and compiled orilyingor different projects and
applications, such consistency is hard to achi@®. (For example, different roadway
network representation models exist for differepplecations. Pavement management
and engineering/construction applications haveittcachl CAD and aerial representation
needs, but routing and transportation logisticsuiregnetwork connectivity models with
road types and route numbers that can overlapséime applications, street centerline
could be used to represent transportation networksr other applications, however,
physical characteristics such as lanes and widthldvalso be needed. Other issues
involve 3-D problems in situations where the dagads to represent overpasses, tunnels,
and elevated roads. Since one data set may not afluipurposes, ensuring the
interoperability across differing data sources tth@scribe similar entity would greatly
enhance the ease of data use to support plannergises.

2.1.4. Data Redundancy

As pointed out earlier, with the number of orgati@as involved in collecting and
maintaining data, there is bound to be some degfegedundancy. Our literature scan
revealed that data redundancy is a problem facethényy state DOTs. For example,
Kansas DOT has learnt that there are more systeéd8@s),( databases (56), and
technologies (250+) than expected and there iseatgteal of redundancy in data and
technology (13, 14). Also, many state DOT’s alreddye a data sharing partnerships
with other organizations or within the businesgsurBut, the effectiveness of the sharing
mechanism would determine the extent of redundakoy. example, prior to setting
standards for its GIS application in 2001, Wyomi@QT’s database connection allowed
software to connect to corporate sources and tonb@as a snapshot copy of selected
data. The result of this process was that there were iptelicopies of data on local
machines, with the risk of redundancy and low intggdue to changing values on the
main databasgl15).



2.1.5. Staff Delegation and Cooperation

Typically, each dataset has a custodian who isoresple for collecting, maintaining,
updating and sharing the data with the rest ofattganization. The custodians are also
responsible for communicating and cooperating vp#rsonnel in other divisions to
ensure efficient data sharing. In practice, howewdere could be cultural and
organizational issues that inhibit healthy intei@ctbetween business units within an
organization, thus presenting barriers to effectia&a flow and integration. For example,
operations and planning staff typically reside iffedent agency silos. Therefore their
priorities (e.g., short term vs. long term) oftemrbt match (9). Also, many agencies are
“getting by” with existing data and hence therditike motivation to adopt to change.
Staff cooperation, knowledge transfer among theat@l other divisions are key to a
successful data partnership.

2.2. Data Integration Strategies

In view of the various data-related challenges desd in section 2.1, we turn our focus
to the tools and strategies that have been addptetifferent organizations to address
these challenges. This section presents a lisbwihton strategies across different data
integration projects, citing appropriate examplésmecific projects. The strategies are
grouped into four categories: GIS-based solutiodatabase architecture, data
documentation, and human resources.

GIS-based Solutions
- GIS server

. . Data accessibility
- Linear referencing

Data quality and

Data Architecture timeliness
Documentation & Standards Data interoperability
- Data cataloging
- Metadata
- Enterprise Content Data redundancy

Management

Human resource strategies ———  Staff delegation and
cooperation

2.2.1. GIS-based Solutions

As discussed in chapter 1, transportation plandeug is often spatial in nature. Hence,
Geographic Information Systems (GIS) are becomingremwidely used among

transportation planning agencies. The extensio®GI& technology into transportation

(GIS-T) has been driven largely by the requiremeotsthe Intermodal Surface

Transportation Efficiency Act of 1991 (ISTEA), tRdean Air Act Amendments of 1990,

and legislation by states that mandate the devetoprof transportation programs to
reduce traffic impacts (18).



Enterprise GIS solutions are fitting data integnatitools for addressing data access,
qguality and interoperability issues. For examplearsxg data through GIS server and
publishing through web-based applications allowadatbe readily accessible. Location
referencing provides a means of attaining interaipiéty between disparate referencing
systems. The use of metadata enhances data adagskip providing users accurate
information about the data content and format. €h#see GIS-based strategies are
described in detail below.

GIS Server
With a GIS Server, organizations can (19):

e Take control of their spatial data through a cdized management of data,
applications, and services.

¢ Provide fast access to large volumes of imagergigusnage services, thereby
reducing storage costs and data processing overhead

e Improve decisions and productivity with Web mapps&gvices and applications
that can be delivered to Web, desktop, and mohalekforces.

e Leverage existing IT architecture by integratinGI& server and spatial data with
other enterprise systems, such as customer redaimmanagement (CRM) or
enterprise resource planning (ERP) systems.

e Rapidly meet specialized demand for focused appdica by mashing up
geographic content with GIS functionality.

For example, San Bernardino County, California,deeean automated method for
locating and displaying county road data that cdaéddused by any planning department
across the county (20). After the successful impletation of an online querying tool
using ESRI's ArcGIS server web mapping applicatstaff could now easily locate and
display individual county roads. The mapping amdlmn also helped integrate existing
legacy databases and procedures. Thus, GIS seagesawd to have enhanced the data
accessibility of staff at the San Bernardino County

Prior to 2006, the transportation networks and lskgas required to support planning and
modeling studies in the state of Florida — inclgdithe Florida Department of
Transportation (FDOT) Work Program (WPA), Roads i@bteristics Inventory (RCI),
Florida Intrastate Highway System — Decision Sup@ystem (FIHS-DSS), Florida
Standard Urban Transportation Model Structure (FESY, Florida Geographic Data
Library (FGDL), Efficient Transportation Decision &ding (ETDM), and Strategic
Intermodal System (SIS) — existed as independeabdaes with disparity in format and
nature. As the amount of data and the size and lexmty of multimodal transportation
networks continue to rise and the number of dataces involved in planning continues
to increase, FDOT recognized the need for a sebp$istent, easy-to-use, and flexible
data integration procedures to support the modeimd) planning processes in the state
(27). The solution, as recommended by researchrera the University of Florida,
included a GIS platform through which the dispardétabases were integrated and a
user-friendly data access tool as a front end ®GIS.

Similarly in Colorado, GIS data collection standatthve been developed so that any
GIS data collected would be consistent and eastgrated to other corridor data (23).
The GIS displays information on highway and aviatiwansportation assets and is
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updated through links to the databases. GIS is aygplied to applications ranging from
environmental impact analyses, project scope studientification of maintenance and
bridge needs, and planning studies.

Location Referencing

Location referencing is one of the methods for ding data onto a unified GIS platform.

The reason for the special mention of locationreefeing is that most DOTs’ use this

method to resolve the issue of ambiguity in refemggthe physical location. Each spatial
feature can be attributed to the physical locatismg a particular referencing scheme.
Typically, the location referencing problem pertato the representation of streets/road
network. For example, it is often found that orgations at different levels maintain a

different way of representing spatial featureshaf hetwork. Some key concepts related
to location referencing are defined below (18, 24).

A location referencing systens a set of data and procedures that embodies the
management of (one or multiple) location referegaimethods. Alocation referencing
methodis a way of describing the location of an objecewent relative to some known
point (on the earth). Ainear Location referencing meth¢dLRM) allows the location

of an object along a linear feature to be deterthibg specifying the direction and
distance (along the linear feature) from any kndvefierence) point to the object. There
are three general approaches to integrating ddtadiferent linear referencing systems
(LRS) (13):

e Standardize on a single LRS to be used througlheuagency. For example, data
collection, storage in all legacy systems, repgritan be performed on a single
LRS.

e Maintain legacy data in multiple LRS’s and creaistines to translate these data
into a common LRS for the purpose of integratiorg a

e Develop an exchange engine that translates dateeeetvarious LRS’s. If this
approach is chosen, there is no common or stard&dfor the organization.

The use of multiple location referencing methods common data integration challenge.
Figure 3 and Figure 4 below illustrate the conadpransferring the coordinate systems
through direct and indirect transformations, refipely. Each circle represents a
particular LRS. As shown in Figure 3, if we pickn@thodology to translate the data from
one system to other (often called direct transfeiong, the number of operations to be
performed increases exponentially. The purpose avinly such interoperability is to
maintain relative independence among systems, twélonly ‘dependency’ requirement
being the interface to share data between them24)8,Adams, Koncz and Vonderohe
(25) stated that three types of interoperability possibleProcedural Interoperability
through data and procedures that exchange infosmatechnical interoperability
through heterogeneous software and hardware componemmunications; and
institutional interoperability through formal relationships between transportation
agencies.
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Figure 3 Translations from one LRS to other (directtransformation) (22)
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Figure 4 Translating Different LRS into one systen{indirect transformation) (22)

When dealing with a large number of coordinateesyst however, it might be effective
to convert them to a single linear referencing ayst(also known as indirect
transformation) as shown in Figure 4. According Rees (26), there are several
advantages of using this indirect transformatiorargpgrom the less number of
transformations required. Adding a new LRM woulgitally require adding only two
transforms. Also, this approach would simplify tihéeroperable interface development
effort. Depending on the number of LRS’s that ®T handles, direct or indirect
transformation is chosen. Below are a few exampldsw planning agencies addressed

the issues of location referencing.
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According to the North Carolina State DOT, modelthg road network to integrate all
the attributes of road data corresponding to aiBpghysical location presented a major
challenge: The challenge is to capture attributes that varydngth without duplicating
geometry. Linear referencing efficiently meets riygresentational challenge. It allows
virtual networks to be constructed upon a singleplke base network. Attributes are
attached (referenced) to linear features alonguaftnetworks using relative (known
locations and offset distances) rather than absol(x and y coordinates) measures.
Linear referencing simplifies spatial data managetnéy eliminating the need to
maintain separate coordinate geometries for eachtigo of a road where attribute
values may vary independeritl{23). NCDOT’s data integration effort focused on
integrating their four most commonly used linederencing methods with minimum
loss of accuracy. The result is a LRS composedvofrhain components: a road line-
work geodatabase and the LRS Database Core Modtke.geodatabase stores all
explicitly spatial data for the state-maintaineddmetwork. The LRS Database Core
Module represents the road network in a non-spdéhular format utilizing an Oracle9
database running on Red Hat Linux servers. It hastaf related subcomponents that
model the transportation network, the NCDOT routamher system, and change
histories for both.

Similar challenge was faced by the FDOT, which fibtine discrepancies among street
data used at different levels of transportatiomipilag. Such discrepancies were said to
“hinder efficient exchange of information among ated transportation planning
applications” (27).The solution recommended to FD@Tresearchers at the University
of Florida entails adopting the commercial prodgtnamap/Transportation Streets,
which includes local streets and is updated evemy@ths. The solution also includes a
GIS data association tool that help transfer atteb between different reference data.

The Pend Oreille County addressed their street diataepancy issues (as discussed in
section 2.1.2) by adopting a GIS platform and tineatl transportation method. As shown

in Figure 5, after the integration of data and @sion into a single LRS, the network is

now represented with a single line. It should béedahat, in cases where automatic
conversion through computerized algorithms is rmgsyble, this exercise of correcting

the referencing system is very time consuming amacé should be implemented in a

phased manner to see better results.
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Figure 5 Pend Oreille County’s solution to their déa ambiguity issue (10)

2.2.2. Data Architecture

The data flow process within an organization is ohated by the design of the data
architecture of the organization. The integration disparate existing databases to
enhance the flow of information thus requires agento examine and rethink about their
existing database architecture. The process wauilgl ecarefully studying the existing
data flow mechanism within an agency, identifyihg tpitfalls, and developing a new
data flow process. This process would help iderttily databases to be integrated and
provide a blueprint for the data integration effo good data architecture would
therefore address data challenges pertaining tonter@nce, accessibility and
redundancy.

Typically, there are two approaches for designingtadsystem architecture: (a)
centralized data warehouse, and (b) interoperablabdses. These approaches are
discussed below.

Data warehousing

A centralized data warehouse is typically desigrted span multiple divisions,
departments and functions throughout a complexnizg#ion. It serves to consolidate
and integrate data from multiple operational systenmA data warehouse database is
typically created with a database management systerh ass Oracle, Sybase or SQL
Server. Figure 6 depicts a typical data warehous@tacture. Described below are a few
projects that have recently adopted the data wasehg strategy.

IDOT employed a methodical and incremental appraadpatial data warehouse design
(34). Figure 7 shows the data architecture thamgemented. One notable feature of
lowa’s effort is the embedding of the underlyingklinode structure into roadway

inventory databases. This enabled direct linkagelatd using other linear referencing
methods. As can be seen from the figure, the dedimtabase is the spatial data
warehouse which is linked to various other link/aadferencing scheme. It is similar to
the indirect transformation of the linear referemgcsystems described earlier. The spatial
data warehouse acts as a data storage locationstwogsof data regarding political
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boundaries, streams, lakes, aerial photographyuserenvironmental, traffic, pavement
conditions, railroad data etc.

Data Sources

Operational
System

Warehouse

Operational Reporting
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Figure 6 Data warehouse (33)
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Figure 7 IDOT Spatial Data warehouse architecture 34)

The Arizona Information Data Warehouse (AIDW) is amline analytical processing
system that serves as a read-only repository ofnmédtion (31). The basic architecture is
shown in Figure 8. The system uses a Windows 2089e$ and SQL Server 2000.
Microsoft's Analysis Services and Data TransfororatBervices (both of which are
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components of SQL Server 2000) are used to prowewleée analytical processing
capabilities. ESRI's ArcIMS and ArcSDE (Spatial &lmise Engine) software are used to
provide an agency-wide GIS solution for performgqueries and viewing results without
requiring users to store large shape files locallROT is also developing a series of
business intelligence tools to enable users witle lor no technical training to readily
access integrated data. Users will be able to gdatg with an online interface or GIS
with point-and-click and drag-and-drop query capids. Users will be able to retrieve
summary data or drill across the data marts toigirmation on projects, traffic,
accidents, features, maintenance history, and d#ras at any given milepost.

Arizona Department of Transportation
Information Management and Architecture

Day-to-Day

Operational Manage nt Information Management
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Figure 8 Arizona DOT’s data architecture (31)

Delaware DOT recently developed an integrated, imoldal transportation management
system called Deltrac. A key feature of the Deltsgstem is an Oracle database with a
web interface. The database stores transportatitanftom both legacy systems and new
components, and allows DelDOT to perform both pilagrand real-time operations
using a single database. All users can accessyttens through a uniform (Extensible
Markup Language) XML-based interface from any cotapwith access to the web.

Geo-Referenced Information Portal (GRIP)x geo-referenced information system that
integrates diverse locational data from a varidtgada sources within Florida DOT (13).
It provides users an interface for access to therakzed database (including legacy
systems) via FDOT's intranet. It consists of aregnated multi-layered GIS spatial
database as well as attribute and image servedingsn each of the FDOT districts.
Personal computers connect to the server via tinaniet through Local Area Network
(LAN), Wide Area Network (WAN), Remote Access Sar(RAS), or Virtual Private
Network (VPN) connections. Users access GRIP throligternet Explorer. The
application is designed to meet the needs of haawyell as casual users. Oracle 8.17 is
used with the full spatial capabilities to maintéie GIS data. In the initial version of
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GRIP, Formida Fire, an advanced application whicksl complex data including spatial,
image, video, audio, and time series, was usedeteesit to the web. GRIP is an
application that allows centralized management smgports an unlimited number of
users.

Interoperable databases

An interoperable database system — also referred tofederated database system — is a
database front-end which communicates with oth&abdeses of different formats so that
they all work together, and data from one systemlma accessed from another system.
Figure 9 depicts a typical interoperable databgséem, in which many databases can
interact with each other and also interact withaamuaatabase of the organization.

Database Database

Database
---Main--

Database
_____ o J—

Database
_____ b -

Figure 9 interoperabte database Systerm(34)

An example of interoperable database approach wasdfin Vermont DOT, who
identified more than 200 concurrent users overdewairea network over two terabytes of
imagery. Consequently, the system requirementsfegzba large number of hard drives
on data servers, massive data backup, high bardwadtd significant performance
tuning. The solution was to develop an interoperatdtabase system that separates the
business/spatial data from the image data. Theesysonfiguration includes two data
servers, one for the image data and one for thiméss'spatial data, and one application
server for ArcIMS. The data servers also host th® &bftware (ArcSDE) and Oracle
DBMS. Both sets of servers use Windows 2000 agpleeating system.

On the one hand, a data warehouse can handle rataeadd control the whole system
easily while requiring considerable time and resesrto implement. On the other hand,
an interoperable database would keep the filesnolependent locations and help
preserving the autonomy of the files while requringorous procedures for database
access and updates. The advantages and disadwantdgboth approaches are
summarized in Figure 10 below. The choice betwéentivo approach depends on the
number of databases involved, storage capacityptret resource availability.
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Characteristic

Fused Database (Data Warehouse)

Interoperable Database

Number of Data Servers

One (central)

Multiple (distributed)

Location of Data Server(s)

Single site

Multiple sites

Data Replication

Yes

Mo

Advantages

Easy to rranage and control the databases
Maximum data processing power
(quick access to the database)

Able to handle large arrounts of data and
processing requests.

Provides data security.

Can keep data in independent locations and
file servers (autonomy of sites).

No reliance on a single site that can become a
point of failure

Changes made to data at one location can
propagate quickly to become visible at other

locations.

Unified description of all data—no need to
know database rmodels

Allows access to resources in the computer
network.

Hard to support and maintain integrated
(global) data madel

Disadvantages Requires considerable time and resources to

implement.

Need to rebuild the database systern every time
data export protocols change.

Data is generally in read-only format and cannot
be updated online.

Requires rigorous procedures for database
access and updates.

Storage requirements can become a major problem.

Figure 10 Comparison between fused and interoperabldatabase (7)

2.2.3. Documentation and Standards
Data Cataloging

Not all data needs to be integrated. In fact, ptorstart considering the previously
discussed data integration strategies, most agemeieognize the need to carefully
document the available data resources in the fdrandata dictionary or data catalog. For
example, the documenting process allowed the Cabor®OT to identify, and
subsequently eliminate, duplicate data items (Fhe development of data dictionary
and catalog, however, could be a time-consumingedaking that in turn delay
achievement of visible results (13).

Metadata

A formal way of documenting data is through metadMetadata are data about data. A
metadata record typically captures the who, whiagmnwwhere, why and how of a data or
information resource (30). Thus, developing metadabuld help eliminate data
redundancy and enhance data accessibility.

According to the TRB Metadata working group (29)etadata are important to the
transportation community for several reasons:

e Metadata maintains a transportation organizationisvestment in information
resources -- Metadata provides automated, searehadtcess to information
resources so that employees or clients can find ith@mation they need with
minimal time and effort. (Example: search for Gl&verages in a particular format
for a particular area)
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¢ Metadata provides information necessary for datdoéounderstood and interpreted
by a wide range of users -- Thus, metadata is paldrly important when the data
users are physically or administratively separabexin the data producers. Metadata
also reduces the workload associated with answetimg same questions from
different users about the origin, transformationgdacharacter of the data. (Example:
traffic datasets posted on a state DOT website)

e Metadata enables data to be discovered and uséd foll potential — Metadata may
also provide information about intended or planngsks (as well as limitations),
which can assist the data users in realizing tHedatential of the data. (Example:
crash records datasets for different time periais] using different criteria for what
crashes are included)

e Metadata facilitates the operation of federated ati@se systems (i.e., distributed
holdings) -- Metadata enables data to be centrattyred with searchable interfaces;
thereby, providing a single access point for varigoes of data resources. (Example:
metadata repository that enables access and comtetatls for databases held by
data owners who agree to have their data listed).

e Metadata extends the efficiency and reliabilitydisficovery and utilization processes.
By embedding metadata in statistical and modeliegnents and clarifying between
raw and derived or estimated data elements, thpuisitfrom hypothesis tests, model
tests, or other statistical analyses can be moraditg compared, evaluated and
disseminated (Example: compilation of informatiohick enables efficient and
accurate use of travel survey datasets, e.g., soagency of data, data collected,
data quality, caveats, and other descriptive infation)

Metadata in conjunction with XML-based specificagpschemas, and tools allow a high
level of automated and validated inter working kesw different types and sources of
data (32). There is a need for a formal approactsgecify metadata, that is the
vocabulary that is used and the scope it covers. example, metadata also should
include the details about the source of the dat,is, who collected it and where was it
processed and edited. The Federal Geographic Batabammittee (FGDC) selected
standards for the role of metadata in GIS appbecatibbased on availability, fithess to use,
access and transferring of data. Geospatial metaatat used to document geographic
digital resources such as GIS files, geospatialttes, and earth imagery. A geospatial
metadata record includes core library catalog elsnesuch as title, abstract, and
publication date; geographic elements such as gpbgr extent and projection
information; and database elements such as atrilaliel definitions and attribute
domain values (30).

In addition to developing metadata, several plagragencies across the country have
spent time and effort in designing tools to helprusearch through metadata to locate the
dataset of interest. Most of these efforts aretéchito the GIS data in the organization
and do not include non-GIS data. For example, Kiognty GIS center knowledge base
contains a searchable Spatial Data Catalog (SD%®)) e data is grouped by agency
(eg. DOT), subject (e.g. transportation) and forfead. vector vs. raster). Similarly, New
Hampshire DOT’s GIS section data catalog (36) g@iswvides GIS maps grouped by
subject such as functional class, bridges, anditfasi
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Enterprise content management

Enterprise content management (ECM) is a set din@ogies used to capture, store,
preserve and deliver content and documents andembnielated to organizational

processes. ECM tools and strategies allow the nemeagt of an organization's

unstructured information, wherever that informatmxists. Therefore, ECM provides a
way of developing a ‘smart’ data catalog that alsoves as a platform to search through
metadata.

Washington DOT recently made the transition frorsiraple metadata repository to a
comprehensive ECM system (37). The WSDOT GeoDatatribution Catalog,
maintained by the Office of Information Technologg/a centralized distribution site for
geographic information system data produced atWashington State Department of
Transportation. The agency management supportedetbe and request for funding to
accomplish ECM. Washington DOT had its first metad@pository produced in 2001
and it was further developed with a user interfiieg served as a repository and provided
both a list of data sets and user search tools.dBft@ catalog was developed in-house
using methods developed from the engineering domEims resulted in an inflexible
design that did not meet the information search @atdeval needs of our users. The
agency management understood the need for a mganiped data resource and
obtained funding through the Washington State llatyiee.

The initial phase of the project dealt with edusgtthe WSDOT Information Resource
Management group on controlled vocabularies, cardaanted metadata as opposed to
the technical metadata found in databases. Nept wts to develop a classification
scheme geared to the WSDOT knowledge worker. Tassification scheme developed
was a strict mono-hierarchical taxonomy that désctithe data in precise technical
terms. The classification scheme relies on the grmuthe metadata into business topics.
The business topics were: assets, constructionoemvent, geospatial, management and
organization, operations, persons, planning andgdesprojects and development,
structures, traffic way, uncategorized, utilitieggights and measures. The GUI of the
search tool is shown in Figure 11. In the searoh tmusiness topics and data subjects are
linked. This ensures that the search from the hpage includes all the synonyms in the
results searched. For example, searching for tine ‘t’ash’ would lead us to a screen as
shown in Figure 12. The related business topiégbway safety and ‘Collision’ is one of
the synonyms for the word ‘crash’. By selectinglis@n, one can view all the metadata
about collision such as what type of data is ctdé@nd data stewards. WSDOT’s data
repository contains 500 databases, 18000 tablés0@d data elements. Currently, bi-
weekly automatic update maintains an inventoryatadases (relational and mainframe).
One drawback of the current design of the catadothat it does not allow for separate
navigational taxonomies for different user commiesi{developers, knowledge workers,
data stewards).
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VD Desarinent ol Tt Data Catalog

Home | Link | Common | Physical ® Thesaurus | Glossary | Common \Words ® Abbreviations | Stewards | Applications | Link Software Applications ¥ Data Classification b

¥ Editors and Librarians | Stewardship Roles | Status Codes | Change History | Link Synonym | OB Software | Errorlog  ® DataLoad b

KennedG (Librarian) | Halp | Back to Edit Physical Data

Basic Search Advanced Search

Enter Keyword(s) i !

Business Topics

Assets Operations Trafficway
Equipment, Facilities, Information Systems, ...  Maintenance, Traffic Highway Safety, Traffic Data
Construction Persons Uncategorized
Person Role
Environment Planning and Design Utilities
Drainage Faalities
Geospatial Project Development Weights and Measures
Geographic Area, Location Reference, Political Date and Time
and Administrative Areas
Management and Organization Structures
Finanaial Management Culverts and Bridges

Catalog Statistics as of: 1/3/2008 1:49:01 PM

Business Topics: 26 | Data Subjects: 281 | Data Characteristics: 1,296 Variations; 1,174
Databases: 511 | Tables: 18,243 | Elements: 242 548 Links: 3,424
Vile Contact the Catalog Administrator Top

Figure 11 GUI of WSDOT'’s search tool (37)

Data Catalog Common Elements

Business Topic

I-H\ghway Safety

=
Data Subject Data Characteristic New | characteristic Yariation

Case Number H
Collision Qualty Review Typs = ity Tdentifier
Collision Record Status Type Ciky Mumber
Collision Report Source Type Collision Recrd Status Type Code
Collision Report Type Collision Report Nurnbar
Collision Severity Type Collision Report Source Type Code
Collision Type ﬂ Count j

Highway Safety: Collision

Data Subject Details
Topic [“Highwsy safety [ g Status |acceptad =l
Data Subject Name [celision » Synonym(s) [accident .
Accident Report
Operational Steward [pay s crazh
[Paul snow = Palicz Traffic Collision Report ﬂ
Managerial Steward | =l
[ Referance sets
Executive Steward [jan pauer =l
Definition
An oceurance of injury or damage inwoluing at least one Mator Vehicle or Pedaleyle for which a Police Traffic Collision Repott (PTCR) or Vehicle Callision d

Report (WCR) is filed,

E

Figure 12 Example of a search result returned by WBOT's online tool (37)
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2.2.4. Human Resources

Data integration, as technical as it sounds, aésoamother critical angle to its success. It
is the way the human resources are trained andppegiito maintain the integrated
system. More often than not, many integration mtsjerequire an active interaction
among staff from many departments within the orgation and also other organizations.
Also, there will be basic cultural and organizasibdifferences in the functioning and
hierarchal classification among various organizegio

Strong partnerships between IT staff and agencyctiiomers are required for a
successful agency-wide IT initiative. In some casBs efforts motivate reluctant
practitioners to change. In other cases, the pi@otrs want to move forward quickly
and need to be restrained by IT staff to insuresisd@ncy with an overall strategy.

A strong mandate for a comprehensive data integratiitiative from above is unlikely
to happen. Bottom-up desire is usually strong kan be uncoordinated, particularly
across divisions, and by itself cannot provideithpetus for moving forward. A critical
success factor is a carefully blended mix. Manageraepport is required to ensure that
the appropriate tools and resources are avail8olitom-up support is required so that a
regression does not occur when the current managdeaves.

As part of Arizona DOT's data integration efforgizona Information Data Warehouse
(AIDW) staff worked to help operational units (g.glanners and engineers) understand
that they own the data they collect and are resplengor its integrity (31). It was
considered that IT staff were merely custodianghef data, and the data warehouse
merely a tool with which to access the data. Bypéidg the principles of information
resource management, ADOT is working to establislagency-wide data culture. This
cultural view is that data are valuable and thattsgic resources need to be managed in
the same fashion as human resources and capith asstresses that data needs must be
driven by business process needs. Clear ownershdpta items must be assigned, and
owners must be fully accountable for meeting dasmdards. Adequate financial and
human resources must be allocated for data cale@nd management. In this context,
the AIDW is viewed as one tool under the informatiesource management umbrella.

The New York State Department of Transportation §IDOT) has undertaken an effort
to design and implement an asset management systeonverseeing the state's diverse
and complex transportation system (37). The departnmhas built an appropriate
organizational and business foundation for the céiffe use of sound, integrated
databases and technical modeling tools. One af phenary focus areas was developing
well-defined organizational roles within a highlyeakntralized department. When
identifying and developing additional technical relnts, state departments of
transportation should heed the importance of bagdand maintaining an effective
organizational and business foundation.

In a study done in nine states about organizatitoadtion of data in DOT'’s, it was
found that most interviewees believed that the wigdional arrangement was in itself
not a significant factor in successfully managirignping data (37). Two important
factors reported from this study, though not disertlated to organizational structure are
leadership and involvement of IT Staff. The repodtes that éffective data group
managers should have experience in, or at leastlia sinderstanding of, information
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technology and should also understand how dataltimately usetl Needless to say,
such DOT’s with high priority on data managemenbdng with supportive technical
expertise and capable executive managers woulddbe#ter decision making process.

These above mentioned examples suggest that haviiB strategy is a key element
towards a move to integrated data. Ultimatelysithe staff of DOT that manage data.
Data integration effort that does not consider lHBueés such as management expertise
and data stewardship would be at high risk ofrigili

2.3. Implementation Considerations

Integrating an existing system of data structurefdture benefit might affect the current
planning process. Care must be taken to implemeatintegration process without
affecting the day-to-day planning procedures indfganization. A Key issue with most
data integration projects is the time consuminga-ilatensive and voluminous work
involved. Hence, it would often put off clients/argzations because the results of this
effort are not readily available. In this casehaged approach may be desirable.

For example, the Maine DOT'’s effort in developirtig Transportation Information for
Decision Enhancement (TIDE) data warehouse wasuenigits kind at the time (13, 31,
40). Not only was a phased implementation adoptbed,also there was an iterative
process involved which took regular inputs from émel users of the system. In phase 1
(as shown in Figure 13(a)), the scope of the ptojeas limited and focused on
integrating two databases TINIS and PMS data. Adsplatform for integrating the data
and sharing between different users was createaty USQL queries and other tools
mentioned above. In phase 2 (see Figure 13(bknhee backlog data is linked on a GIS
plattorm and a location referencing managementesysivas implemented. Other
advanced functionalities like viewer for videologages, more layout choices for
ArcView, SQL queries directly from ArcView were agttl Also, the scope was extended
to sharing data with other agencies like MPQO'’s atietr state agencies.

Data integration efforts often incur unanticipatex$ts. Hence, a careful examination of
the cost of project should be done at the timeroppsing a new data flow model. At this
stage, alternate strategies for data architectwrald be discussed and the one with least
cost and relative ease of practical implementagioould be picked.

If the proposed model includes collecting and neaamihg data at the same physical
location, storage capacity would also be in an irtgya factor of consideration. Provision
for adding new data fields in future should alsarmde. This issue of storage capacity is
interrelated with data quality. Sometimes, if hageount of data has to stored, trade off
should be made with the level of detail to which nequire data. Hence, there is a need
for one system which encompasses all the dataadl@ibut makes only the required part
available during specific operations. Storage cidypanay not directly influence the
implementation phases but it could affect the datditecture (fused vs. interoperable)
which would play a key role in the implementatidages.
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2.4. Summary

In summary, this chapter reviews past data integraefforts by identifying the
motivation for these projects, the main issues trat to be resolved and the data
integration tools and strategies that are ado@edie of the common themes across all

the projects presented above are summarized asvioll

e There has been an extensive application of GlSgphatin all the projects to

represent all the data in a compatible linear esfeing system.
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Also, an Oracle based platform for querying or dat® management seems to be
one of the popular tool for data integration. Aresttool popular among states is
using a java application with XML for web client@ation.

Of all the data related to transportation engimegrihere is a greater emphasis on
including pavement and bridge data and hence theselly come under the data
integration requirement for asset management. €haptestablished that the
transportation planning data requirements encompdsgje variety of data when
compared to asset management. However, most @ajediterature deal with
data integration for asset management purposes ®hig is a visible gap in
current literature.

Organizational issues play a key role in theseeggtsj where there could be a
constant resistance to change from the staff. @bethat there would be varied
knowledge of IT among DOT'’s staff could lead toffieeent process.

Benefits of integration will lag its implementatioand are not very easily
guantifiable in short run.

Preparing a data dictionary or a catalogue to raaird good quality of metadata
in the database has been given a key emphasigydiata integration projects.
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3. CURRENT DATA PRACTICES AND
CHALLENGES

The first step to assessing the needs and besbagms for data integration is to
establish a good understanding of the current piaetices and challenges. As mentioned
in Chapter 1, the research team conducted a swamdya series of interviews with
WisDOT personnel for the purpose of establishinghsan understanding pertaining to
transportation planning in WisDOT. This chapteraglstthe processes and findings of
these efforts. Specifically, Section 3.1 descrithes process and instrument involved in
the survey to staff members of the Bureau of Plamrand Economic Development
(BPED) at WisDOT. Section 3.2 summarizes the respsrof the survey respondents.
Section 3.3 presents the major findings from theeseof interviews with various
WisDOT personnel, ranging from data users to dastoclians and information systems
managers. In Section 3.4, findings from the suraeg interviews are summarized and
their validity discussed.

3.1. Survey Process and Instrument

In the spring of 2008, the research team conduatedn-line survey to planners at the
BPED of WisDOT to uncover the current data prastiaed future needs. The focus is to
identify both technical and organizational barriéosusing data sources internal and
external to WisDOT for the purpose of statewidengportation planning. Invitation to
the online survey was sent out in the format oeamail to all BPED staff members. The
email contained a link to the survey website, alt agea copy of the questionnaire in MS
Word format to provide an off-line alternative idifig out the survey. The participants
were asked to respond online or return the conglstevey in MS Word format via
email.

The questionnaire was divided into five sectionslaswn in Table 1. Part A collected
basic information about the respondents, includiaguently used software tools and job
functionality. Parts B and C were both concernethwhe following four aspects of

frequently used data: accessibility, quality, fotraad timeliness. While part B focused
on these aspects as they relate to data sour@sahto WisDOT, part C focused on
these aspects in the context of data shared betWweseDOT and other organizations. In
part D, the respondents were asked to report ametnata needs that they currently
faced. In part E, each respondent is asked to geovito the best of their knowledge -
the datasets that they use frequently to suppeit 8tatewide planning activities. For
each dataset, information about key characteristiesh as data format, metadata
availability and data custodian were also collectéte reader is referred to Appendix A
for a complete copy of the survey questionnaire.
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Table 1 Questionnaire structure

Survey
Section Theme
Part A Basic information

Data accessibility, quality, format, and timelineéslata within
Part B WisDOT

Data accessibility, quality, format, and timelineéslata external to
Part C WisDOT

Part D Unmet needs

Part E Data inventory

3.2. Survey Responses

A total of nine BPED staff completed the survey ¢aline), yielding a response rate of
about 30%. Responses were received from all themtioss of the BPED (Urban
Planning, Economic Development, and Travel For@og)stThe findings from the survey
responses are summarized below by section. Fagabe of discussion on the data issues
that the respondents have experienced with speddia sets, we first present the
commonly used data items as collected in Part ks iShithen followed by our discussion
of survey findings from parts A, B, C and D, redpesty.

It should be noted that, given the response rat&086, care must be taken when
interpreting our survey findings. While the expades and views shared by these
respondents provide valuable insights for this stigation, they do not necessarily apply
to the remaining 70% of the BPED staff. The reagtesuld also keep in mind that, as
with any qualitative survey, the findings reporteelow do not necessarily reflect the
‘true’ data-related practices in WisDOT. Rathegtheflect the respondents’ experiences
and perceptions that may (or may not) vary fromviiddial to individual. For the purpose
of this project, information about inaccurate petamns is just as useful and important as
information about the true practice. While botheygf information are reported in this
section, our subsequent discussions (Section 3IBattempt to differentiate these two
types of information from each other based on oarenin-depth interviews.

3.2.1. Part E: Data inventory

The main purpose of this section of the questiaenaas twofold. First, it provided the
research team an inventory of the frequently aezkdatasets and insight into the flow of
data within WisDOT. Second, this data inventorywedras the starting point for the data
catalog that is developed as a part of this prqges Chapter 4).

Identified by the survey respondents as frequarggd datasets are:

e Wisconsin Local Roads system (WISLR) — a stand ealapplication developed
mainly for the administration of local roads by iewl agencies; contains a broad
range of physical and administrative attributesoaidways (44).

e State Trunk Network (STN) — a GIS database of cbknéefiles, shape files and
tables for roadways in the STH system, containitigibate data about State,
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Interstate, and National Highways that support negonal roadway infrastructure
within the State of Wisconsin.

e Financial Integrated Improvement Programming Sys{&thPS) — a database of
information relating to transportation improvempnjects.

e Meta-Manager — short for Meta Management Systerouigently used to integrate
various data sets pertaining safety, mobility, paeet, and bridges; supports the Six-
Year STN Highway Improvement Program (45).

e Photolog — includes images of Wisconsin highwayd #re adjacent environment
(48).

e TRADAS - short for the TRAffic DAta System, is atdlbase that contains traffic
volume data €.g, roadway volume, speed, vehicle classificationngth
classification, and weight); supplied to WisDOT rfroa private firm Chapparal
Systems inc(47).

e U.S Census Population Data — centennial populatemographic data provided by
the U.S. Census Bureau; contains socio demograpifiagesidents classified by
blocks, block groups, tracts, counties, and otle@ggaphies.

e DOA Population projections — Wisconsin populatiamjections developed by the
Demographic Services Center; produced annually.

e ReferencHSA — an Internet-based reference service fromLibeary Division of
infoUSA which provides data that relates to residensiatio-demographics and
business data.

3.2.2. Part A: Basic Information

All nine respondents reported that they were atalys advanced analysts) dealing with
various WisDOT planning activities. They were aliriliar with the concepts of GIS and
were comfortable using the ArcGIS software.

3.2.3. Part B: Data sharing within WisDOT

In this section, respondents were asked about thrperience relating to data
accessibility, data quality, data format and dateeliness in the context of the agency’s
internal data. With regard tata accessibility half of the survey participants disagreed
with the statement — “| always have good accesalltdhe data needed for my job
function.” Eight of the nine participants reportethnical factors hindering their data
access. For example, it was reported that theme idear information about the specific
data elements stored in the SDB platform employed by WisDOT to facilitate data
sharing across the agency. Although a dataset raagvhilable, not knowing its exact
location details would hinder the data accessybiihd cause delays in the planning
activities. Organizational factor is also among lbaeriers to data access for certain items.
For example, it was reported th&éally only one person understands the traffic data

! SDE is an oracle-based ArcSDE server which alscestthe layers and tables in a
geodatabase. ArcSDE is a server software develbgedSRI that spatially enables a
Relational Database Management System (RDBMS). nitegrates geographic

information query, mapping, spatial analysis, addireg within a multi-user enterprise

DBMS environment.
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within the TRADAS system. If that person is nailable, you might not have access to
the data.”

With regard tadata quality, most respondents expressed satisfaction wittonsgs such
as ‘Once | find the contact for the spatial data | ne€d good quality”and“Very rarely

do | need to question those that | work with onghality of the data. Most people in this
type of work that are collecting data and reflegtidata are very detailed and do their
job very well.” However, the survey also revealed three mairessibout data quality.
First, two respondents raised concerns about theracy of STN and pointed out the
differences between the STN and WISLR data. It wesorted that the network
representation in the WISLR system is more accutaeia STN road network. Second,
there is concern about the inconsistency among ipfeiltsources of air and
port/transportation datdThere has been an issue where air freight datdexbéd by the
Bureau of Aeronautics (provided by individual airf® doesn't exactly match data
collected by the FAA. Perhaps not a huge issue.itBuakes you wonder whose data is
"correct". We've had similar issues with freighttaldor Wisconsin ports. We've had
some data provided specifically by each port. Otltetia has come from the Army Corps
of Engineers. Whose data do we trusfifird, a few minor discrepancies have been
reported about traffic counts dataVhile traffic data are inherently variable, is s@s
like few quality checks actually get done on théadaFinding traffic counts that
inexplicably double or half from year to year i mmcommon.”

The responses were mixed regarditaga format and interoperability of datasets across
different platforms. Almost all the respondentsamted that theyftenneed to perform
minor manipulation andometimeseed major manipulation to use the datasets. For
example: One of the problems is that 'planned highway rduties example, are not
part of our data systems; so, these have to beteteand re-created often.*Minor
manipulations, such as aggregating communities dynty for county-wide totals are
completely understandable. Often not having orgeahirecords of the termini of planned
or already constructed projects requires major npatéation.” In addition, not having
consistent variable names or lack of organizatietwben different versions of files
would require some manipulation in the data additethe following responseData
formats and field (variable) names often changessrdifferent databases and even data
tables (especially in TRADAS).”

Regarding thetimeliness of the data, most planners expressed dissatisfactt the
recentness of data that is available to them. 8palty, it was reported that the traffic
accident or counts data seem to be lagging. Fompba “Much of the data lags by
several years i.e. - traffic accident dataghd “The monthly traffic data are usually
timely, but there is often a several month delagetting the annual data each yeaare
two responses that point to the lack of timely updgan traffic counts/accidents data. As
expressed by a respondé€iiRlanning data is not up-to-date most of the timeldhere is
no set time period (for example, once a year) wihas reviewed and updated.An
interesting dimension to this issue pointed outabgurvey participant deals with the
organizational issues in updating dat8ome of the spatial data | acquire from the
geobase (central location for GIS data) is old. r Esample, this may be data from the
DNR. Whether this is the most recent data avaslabt whether the DOT partly
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responsible for acquiring the data, has not hacetim contact the DNR for new data, I'm
not sure.”

3.2.4. Part C: Data sharing with agencies outside of WisDO

Part C is concerned with the issues related to slaéaing practices between WisDOT
and other organizations. A host of federal, statklacal agencies were reported to share
data with WisDOT, including MPQO’s, RPC’s, US Censud$S Federal Railroad
Administration (FRA), Department of natural Res@sc(DNR), Department of
Commerce, Department of Tourism and Departmentdhifsistration (DOA). The two
major issues with inter-agency data sharing areddo be (1) timeliness of data and (2)
data interoperability.

With regard totimeliness one of the respondents saifiidny times the data we access
comes from the MPO long range plans, which areis@cuments and a snapshot in
time, so the timeliness is the biggest issu@:ganizational factors also impede frequent
updating of data. For exampleTtfe issue about timeliness relates in that onewf o
functions is to analyze data and the other is tpore it. Depending on if FHWA has
‘approved' the data, we wait to report it. It's alsh like having two accounting systems.”

With regard tanteroperability , two responses cited inconsistent data forfiRA data
models are not consistent with Wisconsin DOT modiefaakes data entry from federal
database cumbersomeThis response referred to the inconsistent fielti@ble) names
between FRA models and WisDOT models. Another nedent pointed to the lack of
compatibility between data from Army Corps of Eregns and individual portsAtmy
Corps of Engineers waterway freight data is orgedizerribly. The data for individual
ports is available via PDF documents, but they ao¢ organized alphabetically. They
seem to be organized roughly by region, but yowehavdig through the documents.
Larger ports like Chicago are presented in a variet ways. Some summaries include
certain components of the inland waterway systernot others. It's unclear which data
a user should actually us.’Also, it was reported that getting populationadfiom DOA
requires major manipulation as a lot of effort h&ween into mapping that data to a GIS
format. A survey respondent pointed out that figdime correct contact person at DNR is
sometimes an issue and it was unclear about witaitéans WisDOT and DNR host.

3.2.5. Part D: Unmet needs

The respondents were asked to identify any unméttare data needs that they might
have. Apart from the issues and needs mentionedeabibere were quite a few
interesting suggestions on how to make planningenedficient:

e | think the biggest area of concern | have is hgwanone-stop shop for planning
data within WisDOT and having the resources to lble &0 maintain that data. It
should be for all modes. It should be standardizedeeds to be detailed enough
for regional planning to get some use out of it.

e A concern that comes to mind is the data sourcerBeteUSA (provided by
InfoUSA). There is a lot of weeding and manipolatssociated with this data.

¢ | would like have access to the annual traffic dateeed to estimate annual VMT
in a more timely manner.
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e WisDOT needs to develop a set of freight data wmattrust and can get on a
regular and timely basis. This will take time andl wequire dedication on
WisDOT's part.

e Environmental impact analysis - obtaining data fr@NR can be challenging;
locating available data can be challenging - dokitow what is available
internally vs. what needs to be asked for exteynall

3.2.6. Respondents’ recommendations

In each of the questionnaire components discusbesiea the respondents were also
asked to recommend ways for dealing with the isstiey mentioned. Several

recommendations were related to the current daarghpractice in WisDOT. Survey

respondents felt that the existing SDE should befdaeup with more data. While the

biggest challenge currently for the WisDOT stadfsliin locating the most relevant data,
respondents expressed the need for a central rgyp@nse for all the data items. A few
respondents suggested that, as a short term soluto this problem, a data

catalog/repository should be developed to provigeinformation about data custodians
and specific data items that can be found in varicatabases. The specific
recommendations are quoted below:

e For GIS, the data is unorganized and unwieldy. réhee so many folders with
random names filled with awkwardly titled files tlze inaccessible to someone
who doesn't have the contents memorized. If wddcust get our data
organized, | think we would have more success.

e Having more than one person responsible for TRADAS might help improve
the annual data timeliness issues

e Update planning data once a year during the STNARISIpdate time period.
Work on incorporating all modes - not just highwayshis update

e Merge the STN and WISLR systems to get betterdnkeadignments and correct
some of the issues mentioned about. Figure out r@ rasable’ methodology to
incorporate meta and STN data analysis along wilters in the department.

e Implement better traffic data collection guidelinessuch as don't count when
traffic is affected by construction or detours ndaquality control checks of the
data collected.

e Develop a central repository for all data, or atakt a contact list. Develop a
databasel/list of when data updates can be expecleédntify one person to be
responsible for ensuring data is updated regulaflyased on schedule).
Communicate with all staff that data sharing isreopty.

3.3. Interviews

Following from the survey to BPED staff, the resdateam conducted a series of
interviews with WisDOT personnel for the followipgrposes:

e To follow up with survey respondents and ask cjard, more in-depth questions
regarding the data challenges they reported arabelst referenced,;
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To obtain additional inputs from BPED administraimnd middle managers
regarding data needs and challenges;

To collect information from data custodians — anitified by survey respondents
and other subsequent interviewees — regarding dkee @bntent, access method,
update cycle, original source/alternate custodifragply), and other metadata
needed for the development of a data catalog; and

To gain first hand information from database amgtlan managers and agency-
wide IT support staff regarding existing data mamgnt systems and any on-
going or anticipated data access improvement sffort

The interview process revealed the following kegcps of information that suggest
miscommunication between business units and pgssiatcurate perception:

3.4.

The survey respondent’'s caution against countirgffi¢r where there is
construction or detours is most likely an inacoeiagrception as such practice is
not expected within the guidelines of traffic datdlection.

On-going effort is led by the Data Management $ecto unify the STN and
WISLR network alignment

Most of the highway data, particularly those thaesatibe the historic or current
state of the highway operations and infrastructudeich are used for planning
activities are frequently updated and well integdatnder Meta-Manager.

Geobase is a dump place for informal data exchaageé was not the
recommended way for systematic data sharing; Geabam the way out; rather,
SDE is the agency’s official platform. Because thestem is not centrally
managed, confusion arises as to data versionsjtyquelc. This is the main
misperception

Due to their disparate sources, data about nonatlagimodes are the problematic
ones that present access and interoperability @nabl

The Data Management Section at BSHP was in theepsoof developing a
catalog of highway-related datasets at the timbeinterview.

There is a work group consisting of WisDOT uppemnagement and BITS staff
looking at agency-level strategic directions fotadiategration

Summary

This chapter has presented the process and fintogsa survey conducted with several
WisDOT staff in the Bureau of Planning and EconoD@velopment. The focus of this

survey was to sample the experiences, needs arnmkroenwith accessing and using
planning-related data. It should be noted that,levbur survey respondents provided
valuable insights into the current practices andgiged barriers to effective data use for
planning purposes, their view represent about 3@éoreot all of the staff in the BPED.

Caution has to be exercised when interpreting threieidual responses. Nevertheless, a
few general themes did emerge from the survey daggrthe challenges and needs for
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planning-related data housed within WisDOT. Theseegal themes warrant special
attention in our subsequent development of daggmtion recommendations:

3.A.

3.B.

3.C.

3.D.

3.E.

Data access appears to be hindered by the percéackd of up-to-date
information regarding what data are available armne. This perception is a
result of having no clear documentation of datausers not aware of data
documentation that exists.

Planning staff generally found the data qualitypesatisfactory. An exception
is when multiple sources appear to be availableafdiata item. The question
arises as to which source is the most accurate.

Most respondents reported that they ofteed to perform minor manipulation
and sometimes need major manipulation to use pigndata. This is because
the wide range of planning-related data often comediffering formats and
level of spatial scale.

Concerns were raised about the timeliness of d&a differing, and sometimes
irregular, cycles by which datasets are updatethéurhinders users’ ability to
locate the latest version of a dataset.

Two major issues were identified regarding dataeshdetween WisDOT and
other agencies. First, as data from external agerarie sometimes in hard copy
and represent a snapshot in time, the timelinessuoh data is of concern.
Second, the data models used by WisDOT and otlegrcees (such asRA and
Army Corps of Engineeysare often different, making data interoperabibiy
issue.

It is not surprising that our survey revealed ddtallenges similar to those discussed in
our literature survey of past data integration i$foThe solutions recommended by our
survey respondents also coincide with those habegn implemented in other state
DOTs. These recommendations include the developrokrat catalog of the update

schedule and custodians of planning-related dataastwell as a “one-stop shop” for
these datasets. These ideas will be revisited aptén 5 of this report.
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4. DATA CATALOG AND FLOW MODELS

Through the survey and interviews, the researchedeld metadata and custodian
information regarding existing planning-related asats, as well as information

pertaining the business process that drive the fidwplanning data. Based on this
information, we undertook a data cataloging anda d&dw modeling exercise. The

resulting catalog and data flow model serve attle@s purposes. First, they allow us to
verify the accuracy of the survey response. (o distinguish the issues attributable to
biased perceptions from those issues that trulgteacross-the-board). Second, the
information contained in the catalog and flow masdelll help break down some of the

perceived data barrier and form part of the dategmation solution. Our data cataloging
and flow modeling efforts are described in the rexber of this chapter.

4.1. Data Catalog

Our data cataloging effort built on the catalogdyedeveloped by the Data Management
Section of BSHP (hereafter referred to as the Hmhwata Catalog) As such, we
adopted the structure of the existing Highway D@asdalog (as of March 16, 2009) so
that our catalog can be viewed as an extensiomafba subsequently incorporated into
the Highway Data Catalog. Also, we focus our caimg effort on those planning
datasets (as identified by our survey respondends iaterviewees) that contain non-
highway data. These include multimodal data as agllemographic and economic data
that support various planning activities. Below, st describe the structure of the
Highway Data Catalog, followed by the proposed logtas an extension to the existing
catalog.

4.1.1. Catalog structure

The Highway Data Catalog is a database in MS Acfmassat. It consists of three inter-
related tables (see Figure 14): Systems, Attribates Descriptions. The Systems table
describes the content of and contact informatiorséven datasets, each associated with
a unigue System ID. The Attributes table provides tefinition of the unique data
attributes contained in the datasets that aradlistehe Systems table. Each entry in the
Attributes table is also assigned a unique Attebill. The Descriptions table relates the
items in the Systems table to the correspondimgsti the Attributes table. That is, each
record in the Descriptions table suggest that tivbated identified by Attrib_ID is
present in the database system identified by Sydi@nThis data catalog schema allows
the user to know if an attribute in one or moreeays.

2 The Highway Data Catalog is being disseminateduifn the WisDOT Library Services.
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thlAtributes

Diefinition

thiSystem
Eystem 1D
Eysten Mame
Eystern Full Mame
Eystern Definition

Figure 14 Database schema describing the structuad WisDOT's existing Highway
Data Catalog

4.1.2. Proposed catalog extension

Our catalog of non-highway data follows the streetdiscussed above and also contains
three tables, as shown in Figure 15, Figure 16,Faguare 17. Our Systems table lists a
total of 13 new systems, with ID numbered from 1691013. Similarly, out Attributes
table lists a total of 50 new attributes, with IDmmbered from 1001 to 1050

34 The IDs start with 1001 in both the Systems artdtAttes tables to allow room for
easy expansion of the highway component of the auedbcatalog.

34



System

D System_Name System_Full_Name System_Definition Contact_Name Contact_E-mail pntact._  Phone
Railroads data consist of all the railroad network attributes including services, facilities
1001 Rail Railroads data ' = ! ! W ) foutes | u ! gA ' ! fities, Maria Hart maria.hart@dot.state.wi.us (608) 266-8968
system condition, passenger frequency and railroad related projects information.
Transit data consist of all the public transit network attributes including services, facilities, . .
1002 Transit Transit data o P . . . & . John Alley ohn.alley@dot.state.wi.us (608) 266-0189
system condition, passenger frequency and transit related projects information.
Ports and harbors data consist of all the locations of ports and inland waterways and various
1003 Water Ports and harbors data ) o ) ons ot p - erways a N/A N/A N/A
other attributes such as shipping services, facilities, system condition, freight services.
Airports data consists of all the locations of airports and various other attributes such as
1004 Air Airports data airlines information, fee and fare structure, facilities, runways and thier condition and air N/A N/A N/A
freight services.
Bicycle and pedestrian data consist mainly the current existing bicycle paths, sidewalks and .
1005 Bikeped Bicycle and Pedestrian data v . P . . y 8 dicy . P 5 Thomas Huber thomas.huber@dot.state.wi.us (608) 267-7757
other project related data including ongoing and proposed construction projects.
The US macro economic model features around 2000 economic, financial and business
1006 Economic US Macro economic model  [concepts including aggregate statistics related to domestic spending, inflation, tax policy, John Cherney john.cherney@dot.state.wi.us (608) 264-8142
domestic income and other financial data.
1007 WORKNET WORKNET Wisconsin's workforce and labor market information system N/A N/A N/A
Reference USA databases contain product data about a large number of businesses and
1008 Reference USA Reference USA . P . . . 8 R Liat Lichtman liat.lichtman@dot.state.wi.us (608) 267-3614
further includes many databases pertaining to residential units.
The population demographics obtained from Census contain socio demographics of
1009 Population Population demographics . pop! - grap . erap N Joleen Nelson joleen.nelson@dot.state.wi.us (608) 266-2571
residents classified by blocks, block groups, tracts, counties, and other geographies.
CTPP is a set of special tabulations from decennial census demographic surveys designed for
Census Transportation Planning |transportation planners. CTPP 2000 is divided into three parts: Part 1 contains residence end . .
1010 CTPP L L K Joleen Nelson oleen.nelson@dot.state.wi.us (608) 266-2571
Package data summarizing worker and household characteristics, Part 2 contains place of work data
summarizing worker characteristics, Part 3 contains contains journey-to-work flow data.
Wisconsin population projections are developed by the Demographic Services Center in
accordance with Wisconsin Statute 16.96. These projections are based on past and current
L X L population trends, and are intended as a baseline guide for the users. Users are urged to
1011 Pop_projection Population projections . . . . . . N/A N/A N/A
examine any other available forecasts that incorporate additional information such as land
usage, zoning regulations, and planned or proposed developments. Users may also compare
the projections with the population estimates that are produced annually.
Visitors to this website have access to railroad safety information including accidents and
incidents, inspections and highway-rail crossing data. From this site users can run dynamic
1012 Rail_safety Railroads safety data R P X & ¥ 8 X L _y N/A N/A N/A
queries, download a variety of safety database files, publications and forms, and view
current statistical information on railroad safety.
X . |Environment impact analysis data available from Wisconsin DNR typically consist data about
Environmental Impact Analysis | . - . X R . R . . . . .
1013 EIA air monitoring, boat and developed shore fishing access sites, chronic wasting disease, Christy Abing christy.abing@dot.state.wi.us (920) 492-5713

information

inventory of natural heritage, hazardous substances and wetland indicators.

Figure 15 Proposed extension to the Systems tableWisDOT'’s data catalog
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Attrib_ID

Attribute Item

Definition

1001 |Railroads network attributes Network data of both privately and publicly held railroads (linework and attributes)

1002 |Railroads Capacity Railroads capacity and current utilization of all the principal routes

1003 |Railroads access Data describing intermodal access opportunities, constraints etc.

1004 |Cities serviced Major cities serviced by the railroad network

1005 |Passenger service frequency Passenger service frequency on all the principal railroad routes in Wisconsin

1006 |Passenger and Freight cars Number of passenger and freight cars

1007 |Passenger track miles Number of passenger track miles traveled during one month on the railroads in Wisconsin

1008 |Railroads Inventory Inventory of facilities at each stop, rail road crossings and other infrastructure

1009 |Age of railroad facilities Age of various railroads elements such as cars, tunnels, bridges, railroad crossing equipment, tracks.

1010 |Transit network attributes Network data of public transit routes in Wisconsin (linework and attributes)

1011 |Transit Capacity Transit capacity and current utilization of all the principal routes

1012 |Ports and waterways Ports and inland waterway segments representation in GIS

1013  |Locks Location and capacity of Locks in Wisconsin

1014 |Ship services Ship lines/Ferry Service lines serving each port

1015 |Sailing frequencies Sailing frequencies by destination

1016 |Barge lines (F) Barge lines serving each port

1017 |Multimodal facilities opportunities for multimodal connections at ports

1018 |Dredging schedule Dredging schedules of ports

1019 |Age of port facilities Age, service records, maintenance schedules (docks, berths, navigation aids, locks etc.)

1020 |Airport runways Airport runways (location, number and lengths)

1021 |airports data Number and location of airports, service providers, cities served and airport facilities

1022  |Air Freight (F) Freight service frequency

1023 |Intermodal access Intermodal access and connections

1024 |Airports fee structure Fare or fee structure (range of prices, prices per passenger mile)

1025 |Passenger transfer facilities Passenger transfer facilities (bus stops, train stations, parking)

1026 |Airport facilities Inventory of airport facilities (gates, walkways, etc.)

1027 |Airport State projects List of all State projects (proposed and recommended in the long range plan)

1028 |Airport projects history Project hiétory data (past capacity expansion and maintenance, project information such as dates, type of
construction, etc.)

1029 |Sidewalks GIS representation of Sidewalks, age and condition

1030 |Bikepaths GIS representation of Bike paths, age and condition

1031 |Bicycle project data List of all State and MPO projects related to bicycle infrastructure proposed for next 3 years (minimum)

1032 |Income Income data by household and region -- historical, current and projected

1033 |Employment Employment data by SIC code and region -- historical, current and projected

1034 |Vehicle ownership Vehicle ownership data by household and region

1035 |Industrial operations (F) Industrial operations (Location, SIC code and employment)

1036 |Wholesalers and distributors (F) Wholesalers and distributors (Location, SIC code and employment)

1037 |Commodity production (F) Commodity production data by SIC and geographic detail -- historical, current and projected

1038 |Commodity consumption data |(F) Commodity consumption data by SIC and geographic detail -- historical, current and projected

1039 |Export/Import data (F) Export/import data by point of exit/entry (seaports, airports and highway and rail border points)

1040 Projections for Commodity (F) Proxy data for projecting commodity production and consumption data (projections of employment,

production and consumption income, etc., by geographic area)

1041 |Population and Labor force Pogulation and labor force data (e.g., population size, density, geographic distribution) -- historical, current and

projected
- Household characteristics (e.g., household size, number of children, number of licensed members) -- historical,

1042 |Household characteristics .
current and projected

1043 |Commodity flow Commodity flow data by O-D

1044 |Modal split Modal split on commodity flow data by O-D
Mode choice data (e.g., air, rail, highway, port, transit fare matrices, parking costs, mode availability variables

1045 |Mode choice data such as vehicle ownership and percent of houses and jobs within walking distance to transit, etc.) -- historical,
current and projected

1046 |User preferences User preference. data (e.g., willingness to pay, rider preferences, carpooling, ridesharing, etc.) -- historical,
current and projected

1047 |Traffic incidents Incident data (e.g., number, type, location, and duration of traffic incidents, etc.)

1048 |Traffic crashes Accident data (e.g., number of accidents, deaths, injuries by mode)

1049 |Security data Security data (number and type of security incidents by mode and service populations, etc.)

1050 |Transit performance data Transit performance data (e.g., average system speed, on-time performance, vehicle hours per trip, etc.) --

historical, current and projected

Figure 16 Proposed extension to the Attributes talel of WisDOT’s data catalog
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Attrib ID_|System ID Code Description
1001 1001 Network data of both privately and publicly held railroads in Wisconsin (linework and attributes)
1002 1001 Railroads capacity and current utilization of all the principal routes
1003 1001 Data describing intermodal access opportunities, constraints etc.
1004 1001 Major cities serviced by the railroad network
1005 1001 Passenger service frequency on all the principal railroad routes in Wisconsin
1006 1001 Number of passenger and freight cars
1007 1001 Number of passenger track miles traveled during one month on the railroads in Wisconsin
1008 1001 Inventory of facilities at each stop, rail road crossings and other infrastructure
1009 1001 Age of various railroads elements such as cars, tunnels, bridges, railroad crossing equipment, tracks.
1010 1002 Network data of public transit routes in Wisconsin (linework and attributes)
1011 1002 Transit capacity and current utilization of all the principal routes
1050 1002 Transit performance data (e.g., average system speed, on-time performance, vehicle hours per trip, etc.) -- historical, current and projected
1012 1003 Ports and inland waterway segments representation in GIS
1013 1003 Location and capacity of Locks in Wisconsin
1014 1003 Ship lines/Ferry Service lines serving each port
1015 1003 Sailing frequencies by destination
1016 1003 (F) Barge lines serving each port
1017 1003 opportunities for multimodal connections at ports
1018 1003 Dredging schedules of ports
1019 1003 Age, service records, maintenance schedules (docks, berths, navigation aids, locks etc.)
1020 1004 Airport runways (location, number and lengths)
1021 1004 Number and location of airports, service providers, cities served and airport facilities
1022 1004 (F) Freight service frequency
1023 1004 Intermodal access and connections
1024 1004 Fare or fee structure (range of prices, prices per passenger mile)
1025 1004 Passenger transfer facilities (bus stops, train stations, parking)
1026 1004 Inventory of airport facilities (gates, walkways, etc.)
1027 1004 List of all State projects (proposed and recommended in the long range plan)
1028 1004 Project history data (past capacity expansion and maintenance, project information such as dates, type of construction, etc.)
1039 1004 (F) Export/import data by point of exit/entry (seaports, airports and highway and rail border points)
1029 1005 GIS representation of Sidewalks, age and condition
1030 1005 GIS representation of Bike paths, age and condition
1031 1005 List of all State and MPO projects related to bicycle infrastructure proposed for next 3 years (minimum)
1040 1006 (F) Proxy data for projecting commodity production and consumption data (projections of employment, income, etc., by geographic area)
1032 1007 Income data by household and region -- historical, current and projected
1033 1007 Employment data by SIC code and region -- historical, current and projected
1032 1008 Income data by household and region -- historical, current and projected
1035 1008 (F) Industrial operations (Location, SIC code and employment)
1036 1008 (F) Wholesalers and distributors (Location, SIC code and employment)
1037 1008 (F) Commodity production data by SIC and geographic detail -- historical, current and projected
1038 1008 (F) Commodity consumption data by SIC and geographic detail -- historical, current and projected
1039 1008 (F) Export/import data by point of exit/entry (seaports, airports and highway and rail border points)
1032 1009 Income data by household and region -- historical, current and projected
1033 1009 Employment data by SIC code and region -- historical, current and projected
1034 1009 Vehicle ownership data by household and region
1035 1009 (F) Industrial operations (Location, SIC code and employment)
1036 1009 (F) Wholesalers and distributors (Location, SIC code and employment)
1042 1009 Household characteristics (e.g., household size, number of children, number of licensed members) -- historical, current and projected
1032 1010 Income data by household and region -- historical, current and projected
1033 1010 Employment data by SIC code and region -- historical, current and projected
1034 1010 Vehicle ownership data by household and region
1043 1010 Commodity flow data by O-D
1044 1010 Modal split on commodity flow data by O-D
1045 1010 Mode choice data (e.g., air, rail, highway, port, transit fare matrices, parking costs, mode availability variables such as vehicle ownership and percent of
houses and jobs within walking distance to transit, etc.) -- historical, current and projected
1046 1010 User preference data (e.g., willingness to pay, rider preferences, carpooling, ridesharing, etc.) -- historical, current and projected
1041 1011 Population and labor force data (e.g., population size, density, geographic distribution) -- historical, current and projected
1047 1012 Incident data (e.g., number, type, location, and duration of traffic incidents, etc.)
1048 1012 Accident data (e.g., number of accidents, deaths, injuries by mode)
1049 1012 Security data (number and type of security incidents by mode and service populations, etc.)
1050 1002 Transit performance data (e.g., average system speed, on-time performance, vehicle hours per trip, etc.) -- historical, current and projected

Figure 17 Proposed extension to the Descriptionshite of WisDOT's data catalog
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4.2. Data Flow Modeling

Based on the survey responses and follow-up irgetsji the research team documented
the flow of frequently used planning data in thenfamf a data flow diagram, as shown in
Figure 18. It should be noted that the data modedgnted herein do@®t document the
complete data flow process. This is because matiyeoflatasets of interest are originally
collected by entities outside of WisDOT and have utadergo multiple stages of
manipulation by more entities (internal or exteyrmdfore they are in a format accessible
to the planners at WisDOT. Therefore,

The data flow diagram serves to:

e Help identify the organizational units and techmgglonvolved in the collection,
maintenance and updating of each dataset.

e lllustrate possible data redundancy and lack ofraémed access.

e Help formulate recommendations to increase theieffty of the current data
flow mechanism.

For the ease of discussion and readability, wekbtiea above data flow diagram into
multiple sub-diagrams that focus on a few seledath items at a time. These sub-
diagrams are discussed in turn below.
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4.2.1. STN, WISLR, and FIIPS
Figure 19 depicts the flow of three datasets: SMELR, and FIPPS.
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Figure 19 STN, WISLR, FIIIPS

The STN data is collected by individual data cdltet units assigned by the BSHP at
WISDOT. BSHP is responsible for the maintenance wthting of STN data. Planners
at WisDOT can access the linework of STN througtemgmise GIS data sharing in two
ways: Geo-base and SDE. The Meta-manager alsoicsil@ most recent STN data.

The WISLR database is collected and directly uptite 1923 local government units.
However, the actual changes in the linework areateat only through the BSHP after
receiving updates on the changed geometry. Gepgettadlse updates are done in a yearly
cycle. Currently, WISLR can be accessed through SBE or directly online. Only
authorized representatives of local governmentsetigtble to obtain WISLR access.
Other parties are able to request view accessdhrthe state portal.

The FIIPS database is maintained by the BSHP.rtently exists as a DB2 database. A
part of the “live” data is converted to Oracle asdspatially enabled for planners to
access through SDE. FIIPS data is also integratedeta-manager system. In addition,
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FIIPS can also be accessed through DTD view, wiich web based tool for viewing
enterprise data. The planners at WisDOT can adtesa internet browser using the

intranet of WisDOT.
4.2.2. Photolog, railroad, and ports/harbors data

Figure 20 depicts the flow of the Photolog, raittatata, and ports/harbors data.
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Figure 20 Photolog, railroads, ports and harbors

Photolog data are collected on all State Trunk,.Ua8d Interstate highways in both
directions on a yearly basis within a three-yeacl&eyBSHP is responsible for the
maintenance of the Photolog data. The collectedadlignages are compressed and
associated with differentially-corrected GPS datd BMI data. Images include a 120-
degree composite view of the roadway, electronmiwa of location, geometric data,
right-of-way of the road, and visual pavement éisét Photolog digital image files and
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associated data are uploaded to several networkrdeard disks and can be accessed via
the DTD view or the Photolog Player.

The railroad data is maintained by staff at the BPEIso, US-FRA hosts the railroad
inventory on the internet. Planners can accesddteedirectly from US-FRA or from the
data custodian at BPED. SDE and Geo-base are twopeise GIS platforms that host
the inventory and linework of the railroads datawever, the most up-to-date railroads
data is not available to the whole organization aeeds to be obtained through personal
requests to the custodian.

The ports/harbors data is currently maintained iy accessed through the BPED. The
data can also be accessed directly through the Arangs. of Engineers’ website.

4.2.3. Airports, TRADAS, and economic data
Figure 21 depicts the flow of the airports, TRADAd economic forecast data.
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Figure 21 Airports, TRADAS, and economic data
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The original source of airports data is the FAA.ttWi WisDOT, it is the Bureau of
Aeronautics (BOA) that maintains the airports ddtiae users can gain access through
personal requests to BOA or directly through FAW&EDbsite.

TRADAS is provided to WisDOT by Chapparal Systems. |Users at WisDOT can
access this data set through either the Oraclesenthe Meta-manager.

The US macro economic model and forecast dataragmally provided by an external
vendor Global Insight Inc. The data is receivedh@ form of DVD and can be checked
out through the WisDOT Library.

4.2.4. Reference USA, Rail passenger, WorkNET, and envireantal data
Figure 22 depicts the flow of the airports, TRADAd economic forecast data.
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Figure 22 Reference USA, Rail passenger, WorkNET na environmental data

The ReferenceUSA data is purchased by WisDOT frofaUSA. The license allows
designated WisDOT users to access through secoged .|
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Rail passenger data is obtained via Amtrak thraemhil every month. This email would
then be used for further analysis and can be peoMiy the designated planner at BPED.

The WorkNET data provides the employment data andaintained by the Department
of Administration (DOA). It is typically accessed hsers through the web portal of the
same name.

The Environment Impact Analysis (EIA) data and mep@re obtained from the DNR
either through online or personal requests basetinject-by-project basis.

4.3. Summary

The data cataloging effort and the data flow madglprocess allow us to better
understanding the overall process of the data rsipariechanism within WisDOT. Our
primary findings are:

4.A. There are well established database systems aegdrabed platforms for
highway related data — this is consistent with thgponses from the survey.
Much of the data sharing mechanism is placed oleaolg, maintaining and
reporting the highway related data. Many of the -hmhway data are not
available as an enterprise resource that is eastgssible and personal data
requests have to go to designated individuals.example, the staff at BPED
maintains and updates the railroad data and tlsen® iset mechanism or time
period to make the updated data available to plsnam@ong other sections and
bureaus. Hence, most up-to-date rail data is nailabte to all planners unless
personal requests are made to the staff concerSedond, there is no
streamlined process to update the railroads infooma For example, any
change or construction updates for railroad crgssins not informed
immediately to the data custodians at WisDOT amahch, there is often delay
in updating the railroads data accordingly. Thenary reason for such delays
stems from the fact that WisDOT needs to contaatuanber of outside
organizations (such as private railroad ownergi@ain updates on their assets.
Since there is no integrated platform for thesegte stakeholders to update
their data, a lot of staff time is spent in contagteach individual party.

4.B. The seemingly emphasis on highways in the curratd thanagement systems
is largely driven by the business processes. Famele, it is mandatory for all
state DOTs to report the HPMS data to federal agence every year. This has
led to the implementation of effective highway datanagement strategies in
Wisconsin and other states. However, the statewm@sportation planning
takes place in a multimodal context and requiresuah broader range of data
beyond highways. Currently, a streamlined processnaintaining multimodal
data that parallels the existing process for mamadiighway data remains
lacking. As revealed in our literature review, atB&ates in the country are also
facing such a challenge as the states putting asee emphasis on the
multimodal context of statewide transportation piag.

4.C. The data flow diagram shows that more than onesaccigannels exist for some
datasets. This does not necessarily indicate dapdicdtion. For example,
photolog can be accessed through DTD view, CD/DVYDRiesktop shortcut to
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4.D.

4.E.

photolog player. However, the photolog data itselhot duplicated and the
multiple access methods offer great conveniendidousers. In this case, all
that is needed is for the end users to be awatdhbalata obtained through the
alternative access channels is the same and mest-dgie. In other cases,
however, duplicate copies of data or variants & shme data do exist. For
example, Geo-base has been used as an informé&brpiafor storing and
sharing GIS data (relating to airports, railroagls,) among BPED staff. Since
there is no formal mechanism set up to manage tatse different users could
access the same file, process, and save the fili@ aging similar file names.
This would result in variants of the same source @ed cause confusion for
the next user looking up the data on Geo-base.

The disparity across the planning-related datdéir tsources and flow paths —
as reflected in the data flow diagram — furtherpgufs the idea that a well
structured and managed central clearinghouse famnpig data would be a
valuable asset to BPED.

The disparate format, quality, and update cycldaif sources from other state
and federal agencies present a data challenge ishéeyond WisDOT'’s
administrative boundary and requires federal lesddpr to achieve
standardization across planning data providersuaeds.
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5. RECOMMENDATIONS AND CONCLUSIONS

In Sections 3.4 and 4.3, we highlighted a numbedaifi challenges and opportunities
uncovered through the various stages of this reBgaoject. In this chapter, we present a
set of recommendations to address these data mhesleand opportunities. As
summarized in Table 2, the recommendations preddr@ee are based on lessons learnt
through the literature scan, information collectexn the survey and interviews, and the
research team’s diagnosis during the data catajogmi flow modeling process. Each
recommendation is mapped to at least one of the tignes of strategies discussed in
Chapter 2. The primary issue(s) that each recomatmmdtargets at are also identified.
Moreover, under the last three columns of Table& provide ballpark estimates of the
relative cost requirement, the implementation treguirement, and the anticipated scope
of impact on planning practices associated with heaecommendation. Our
recommendations include not only strategies thatalled for by the immediate business
needs, but also strategies that are envisagedlpoendance data sharing internal and
external to WisDOT in the long run. These recomna¢iods are discussed in turn below.

5.1. Information Dissemination

As the transportation planning process places a&sing emphasis on coordinating among
all modes of travel, it is essential for plannerdive easy access to up-to-date data for
planning investments in modes including highwailragads, transit, ports, pedestrian and
bicycle. One of the first steps that the agencyte&g is to raise awareness of where data
are and provide users with key information regaydiata quality, format, custodians,
etc.

BSHP’s catalog of highway-related data and the datalog developed in this project
(see Section 4.1) together represent the first parhis solution. The two catalogs
combined provide key contact and content inforrmatiegarding most of the datasets
needed to support planning activities. The catalrgsset up so that a user can find out
where to locate, or who to contact for, a data elgnof interest (e.g. traffic counts). The
existing catalogs, however, do not contain detailedtadata regarding each data
attributes in a given system. This type of infornmatis undoubtedly important for
someone looking for a specific data item, but isléxXed from the catalogs by design
because of the potentially dynamic nature of tyjetof information, That is, if and when
a data element is updated (say, from a 2-digit lasel code to a 4-digit land use code),
the change would not utomatically propagated into the data catalogebtd it would
require the catalog administrator being informedho$ change and update the catalog
accordingly. Maintaining the catalog content atstievel of detail would be time-
consuming and laborious if such data updates agedar often (this is quite possible,
especially for data that require frequent manuahming and processing at irregular
cycles).
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Table 2 Summary of recommendations

Type of Strategy  Issue Addressed Cost Time Impact
G: GIS-based solution 3.A ~ 3.E (Sec 3.4) low e short e low
. A: Data architecture 4.A~4.E (Sec 4.3) . ee medium ee medium
Recommendation D- Documentation e medium vee loNg oee high
H: Human resources eee high
. . . 3.A/B
1 Information dissemination D P P Y )
2 Centralized data platform A 3.B P P Y )
4.A/IC
3 Designated data H 3.D
coordinator 4.A b g b
4 Data access tool for long G A 3.C/D
range planning ’ 4.B/C A g A
5 Data standardization D 25 000 000 000
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To supplement the data catalogs and to provide metaled information about data contents,
we suggest making the metadata about existing etatasore complete and easily accessible.
This could be accomplished through building anrenktatalog of SDE data so that the GIS data
in the server can be explored (but not directlyeased) through a web browser in a manner
similar to how it can be viewed in Arc Catalog,ilasstrated in Figure 23. The implementation
would require building a web application using iemi-side, JavaScript framework (49). Such an
application would provide the following features:

e All the geospatial data layers in the current SCia ©e explored in a user friendly
browser environment. Tables can be viewed and wigweof maps can be obtained
without physically accessing the data.

e Provided that detailed Metadata are maintainedheyrespective data custodians and
managers through the SDE, detailed and timely mé&tion regarding each data layer is
readily accessible to all users within the agerayd(the general public if so desired).

e The fact that all the metadata is available onlimekes it easy add additional search
functionality (using the standard search enginesprovide more detailed key word
search than what the existing data catalogs support

SDE GIS Web Catalog

Cotaiog

Figure 23 A sample SDE web-based catalog (source)4

Another approach to improving information dissentiora across the BPED is the ECM system
described in Section 2.2.3. The ECM could be carsdl as an extension of the current data
catalogs and would be best pursued as an agen&ydaith cataloging strategy for capturing all
relevant transportation data. Due to its agencyewrdpact and the leadership needed from
higher management, the ECM idea is beyond the inateedcope of this project and was not
included in our assessment of the implementatieh @od time in Table 2.
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5.2. Centralized Data Platform

One of the main objectives of this research effotb identify any data redundancy arising from
either storing the same data at various locationallowing more than one way to access the
same data. As revealed in the survey (Chapter@yeftected in the data flow diagram (Chapter
4), two platforms have been used as spatial databagines for accessing similar enterprise
spatial data: Geo-base and SDE. Geo-base is #aded spatial data server which was
originally set up as a place to store and accesthfar coverages and ArcView shapefiles. SDE
is an oracle based ArcSDE server which also stbeetayers and tables in a geodatabase. Table
3 below summarizes the similarities and differertoetsveen Geo-base and SDE.

Table 3 Geo-base Vs. SDE

Characteristics Geo-base SDE

Access methodology] Connect through ArcView Coniteet SDE server

Data Mostly contains the linework Tables and layers of highways,
of highway, railroads at railroads, bridges, STN
various resolutions. inventory etc.

Documentation No formal documentation. Documentatibthe table

name and unabbreviated name
available through WisDOT’s
intranet (dotnet).

Data standards Informal data sharing in the Formal data sharing that needs
enterprise. to meet the data standards set
by Bureau of Information
Technology Services at
WisDOT.

Geo-base is an informal data sharing platform whiohtains data about airports, highways,
railroads etc. Similar data items can be accessedj BDE, although it is a more formal data
sharing mechanism adhering to the standards sehd\Bureau of Information Technology
Services in WisDOT. Such multiple sources can pihy create confusion among planners
since they may not know which data is most recadtaccurate for their purposes. Based on our
interviews with BITS staff, the use of Geo-basénisact not recommended and is meant to be
for temporary sharing of data only (i.e. data stiobke removed after the recipient has
downloaded the data). Therefore, we propose thd&[BRlentify the data items currently
residing on the Geo-base platform that are wortpkey and move these data items to the SDE
under the management of BITS. This approach woalidely address the concerns of data
redundancy with regard to spatial data at WisDOTe Tnain cost of implementing this
recommendation lies in the staff resources thatladvba needed to upload and maintain data in
SDE. As noted earlier, SDE data need to adhereis®®@T’s IT standards and could prove to be
a resource intensive task. This approach also megjghe buy-in from other Bureaus that are
providers of some of the non-highway data. The hisnef such an effort can be realized in a
short to medium term since such a centralized giatfwould encourage and allow all the
planners to use the same and consistent set oparteGIS data.
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5.3. Designated Data Coordinator

Designating data coordinators is a common pragchithin organizations dealing with large
amounts of data across multiple platforms. As dised in sections 3.4 and 4.3, while highway-
related databases are centrally coordinated thrthgbata Management Section of BSHP, the
up-keeping of non-highway data typically falls ordividuals in the BPED who are frequent
users of respective data. This limits data mainteado specific individuals in an uncoordinated
fashion and knowledge could be easily lost whennalividual is on leave or moves onto a
different position or organization.

The alternative to the current approach is to edim& the data management duties by
designating a data coordinator, whose job functauld be to streamline the data business
process for BPED and provide the needed data ssrvand products to support data
applications, planning processes, and businesstolge. The data services and products would
range from data modeling to quality assuranceagmrupdating, security, and catalog of non-
highway data. The data coordinator would structtinese services, coordinate among
organizational units that provide the original dataordinate with the data management units in
other Bureaus (e.g. BSHP and BITS), and ensureséingices are maintained and running.
Specific tasks for the data coordinator may include

e to ensure that the data business plan is implemente
e to partner with IT to develop and advance dataqaog and services
e to coordinate development of data architectureippert business

e to act as a point of contact for data quality issaed ensure that data has accurate
definitions, context, coding standards and usagation

¢ to implement data changes following the updatedagament process
e to coordinate and maintain master data cataloglateldictionary
e to document all activities for contingency planning

This recommendation could be resource intensivevamald require reassigning job functions

among existing BPED staff. Alternatively, it wouldquire setting up a new appointment that
would be more costly. The return is a much moreastilined process to managing the many
non-highway datasets that are increasingly in velamd complexity.

5.4. Data Access Tool for Long Range Planning

This recommendation builds on the previous two sdeagarding data coordinator and
centralized data platform. The focus here is tdlifate the business processes of long range
planning, for which much staff time and efforts alevoted to consolidating, analyzing, and
mapping multi-modal data. For example, maps otytgeven priority corridors were generated
for Wisconsin’s latest long range plagonnection203Q Each corridor map includes a
comprehensive list of existing multimodal facilgjeNisDOT’s priority project action areas, and
WisDOT's priority support areas. Planners at theEBPhave to obtain information about the
many data item from different bureaus within WisDQncluding the bureau of aeronautics
(airports data), bureau of state highway programforfnation about highway construction
projects) and bureau of transit, local roads, raild harbors (waterways data). Additional data
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from MPOQO's, regional offices and other stakeholdams also needed and collected by planners
within BPED to include in the corridor maps. Based the current data acquisition and
compilation processes, updating corridor maps snpéanners to repeat this time- and resource-
intensive exercise each time when these maps ebd tpdated. Once the necessary data are
assembled, further efforts are also needed to $lubliaps in a presentable and consistent format
with standardized legends.

To meet the strong business need for working witth iategrating multimodal data, we propose
a data access tool as depicted in Figure 24. Téweréhree main components of the proposed
data access framework:

e All the essential data items that are availabldwitWisDOT across all bureaus should
be made as shared enterprise resource through SDiEently, only highways and
railroad data is available on this platform. Thésthe recommendation presented in
Section 5.2.

e Once multimodal enterprise data are available,ta @ecess tool can be developed based
on the ‘layer file’ feature in ArcGIS. A layer élby definition stores the paths to a
source datasets and stores other layer propeirtidading symbology, built-in queries,
legend and other information used to generate nidpsprimary purpose of a layer file
is to act as a set of pointers to the original datarces. Hence, the creation of a layer file
entails pointing the layer to the needed data itemsSDE. This would be a one time
effort to set up the multimodal data needed foefaequently performed mapping or
analysis activity. In addition to pulling togethmultiple spatial datasets, layer files also
provide the following features:

- Symbology: The symbols for each layer can be setrding to the standard legend
that is used for defining frequently generated m@pg. corridor maps). This would
greatly reduce the time taken to adjust the symbadsy time the maps are updated.

- Display settings: Settings such as transparencybander lines can be saved into the
layer file and retrieved later.

- Scale dependent display properties can also beroumtd for the different datasets
combined in the layer file.

- Joined table/related table information: The infotiorain the tables can be joined or
related to the data layers in the layer file. la tdase of corridor maps, this feature can
be particularly useful if we need to add Oraclddalio existing data layers.

- Definition query: Queries can be defined to buildaa layer in the layer file. For
example, in WisDOT the project information on ST&Nstored in FIIPS database
which is in a DB2 database format. To link any diaten FIIPS to this layer file
would require a query to be set up that links ® dppropriate fields in the tables of
DB2. Only the query would be stored in the laykr éind hence, every time the FIIPS
database is updated, the layer file would be auticaily updated providing the
planners access to the latest data.

- Labels and annotation can also be saved into a fidge
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Figure 24 Proposed data access tool to support lomgnge planning activities
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e For data that are provided by organizations exteam#/isDOT, the data coordinator (as
suggested in Section 5.3) would be responsiblegétinering and consolidating the data
into predefined formats and store the final data gtesignated location (if differing from
the SDE) that is linked to the proposed data adoeds

An alternative to implementing the data access wsolg layer files is to build a graphical user
interface (GUI) application on SDE. Such a useeriiaice could provide planners a chance to
interactively select the data layers required ia thap using dropdown menus or clicking
appropriate buttons. Also, advanced users can wadtitional queries to refine their results and
obtain appropriate data. The end product couldwatiata users to perform a broad range of
frequent tasks with just a few clicks. Howeversttevelopment of such a GUI would be more
expensive and involved than that of the layerdigsed tool.

5.5. Data Standardization

Sharing information between agencies requires theagement of all agencies to consider both
their own needs as well as the needs of the othemaes. Often a balance needs to be struck
between competing needs and resources. Regardingrees, it is important to recognize the
multiple benefits that can be obtained from datagration. Recognition of the benefits may
help justify the allocation of the necessary resesr For example, to ensure the local MPQO'’s co-
operation with WisDOT in maintaining corridor mapgsources must be allocated by both
agencies to improve data exchange practices. taditiy web based access, developing local and
regional visions for spatial data archival and exae, improving software and hardware
capabilities at MPO'’s are some efforts that arelyiko yield mutual benefit.

A solution that would have the most long term intpac enhancing data exchange and
interoperability across multiple agencies is takksh data standards. There has been ongoing
research effort in developing standards for trartgtion data. For example, the TransXML
effort was launched as a research project underatispices of the National Cooperative
Highway Research Program (NCHRP). The objectivethisf project were to develop broadly
accepted public domain XML schemas for exchangeaoisportation data, and a framework for
development, validation, dissemination, and extemsif current and future schemas. The initial
focus of this project has been on four key businassas: 1) Survey/Roadway Design,
2) Transportation Construction/Materials, 3) HiglpwBridge Structures, and 4) Transportation
Safety. Ultimately TransXML will encompass a broadset of schemas for all crucial
transportation business areas (including planrforgexample). The XML provides a foundation
for data exchange among transportation applica@musa common vocabulary and information
structure for transportation agency activities asdets. WisDOT can adopt and expand these
established standards to incorporate planning data.

5.6. Summary

As summarized in Table 2, the implementation of éue recommendations would entail

differing levels of costs and time requirementgoimation dissemination and centralized data
platform are the low-hanging fruit that would adsleseveral data challenges with a relatively
short timeframe. The remaining three recommendstiogquire more financial and time

investment and also stronger agency commitmenthemging the current business practices.
However, they are expected to yield high benefitshe long term. The recommendations are
also interrelated. For example, the developmeth®flata access tool would be best built on the
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centralization of data and designation of data dimator. Such a data access tool is expected,
however, to have high payoff, as having been egpedd by other agencies such as FDOT. The
interrelationship among our recommendations suggélsat an incremental approach to
implementation would be appropriate. Finally, tlsgablishment and adoption of data standards
represents a long-term investment that has begwaito support at the federal level and may
revolutionize how we manage multimodal planningadat the future. This is not an approach
that is ready for adoption, but a direction foruhat practice that warrants planning agencies’
attention.
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APPENDIX A. SURVEY QUESTIONNAIRE

'q_‘\sc UNS,,**
5
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The University of Wisconsin-Madison Transportatiemd Urban Systems Analysis Lab would
like to welcome you, and thank you for taking thneet to participate in this survey. Our team of
researchers is working on a project to help WisDi@dntify data access and interoperability
issues pertaining to the statewide transportatianmng process. We will produce an inventory
of available data housed within and outside of WO3Dto support current and future planning-
related analysis and business processes. We Isdl develop a set of recommendations
regarding future courses of action to improve datagration and partnership for planning in
Wisconsin.

With these objectives in mind, we have prepared fhie-part survey to help us start this
process. Your responses are very valuable to usssessing current conditions and making
recommendations. Part A of this survey asks yooréeide some basic information about your
role within WisDOT. In parts B and C, we ask youréflect on your experiences as a data user
along four different themes: data accessibilitgyadguality, data format, and data timeliness. Part
D is regarding your unmet data needs and Part & yask to provide information about the data
items and/or the databases that you work with.

To participate in this survey, please fill out tM&crosoft Word document and send it back to the
survey administrator Sasanka Gandavarapaatiavarapu@wisc.edwhlternatively, an on-line
version of this survey is also available and caenbaccessed at:
http://tusal.cee.wisc.edu/limesurvey/index.php?skB25&newtest=Y

We request you to complete the survey by Marci2808. Please be as detailed and complete
as possible when filling out the survey. If any sfiens should arise, please don’t hesitate to
contact me at (608) 890-1064.

Thank you again for taking the time to complets gurvey.

Sincerely,

Jessica Guo
Assistant Professor of Civil and Environmental Ewgiring
Director of the Transportation and Urban Systemalysis (TUSA) Lab

University of Wisconsin-Madison JUSALAB.
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Data Integration for Statewide Transportation Planni ng
A Questionnaire for Planners in WisDOT

6.1. Part A: Basic Information

Name

Section

Bureau

Job Title

Job Function
(how your work relates to statewide
transportation planning process)

Primary analysis tools used
(Ex: GIS/IDBMS/EXCEL/SAS etc)

Before you proceed, please take a moment to readettiollowing definitions of terminology
used in this questionnaire.

Data accessibilityData accessibility refers to the ease with whieltadcan be reached. The
factors that hinder data access can be generabgitied into three categories:

e Technical (E.g., Complex computer applicationsdceas data each time),

e Organizational (E.g., Staff coordination among iggrating agencies/sections) or

e Financial (E.g., Cost incurred in sharing data).

Data quality: Quality refers to the accuracy, precision and lewel of detail in the data. For
example, the quality attributes of spatial data Mdoe accuracy of representing a physical
location or resolution of the map etc.

Data format Sometimes, even if a dataset is accessible agdad quality, the format in which

it is made available could make it difficult to ube data. For example, the format might not be
compatible to work with your typical choice of aysib tools. This may result in additional effort
and time to manipulate data and delay planninyitiets.

Data timeliness:Timeliness of data refers to the degree of reemstnof data. Often in
transportation planning, having frequently updatieda is critical for the quality of models.
Hence, this issue deals with the access of re@attd transportation planners.
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6.2. Part B: Data Experience within WisDOT

This part contains questions about the experiepgarding transportation planning data sharing
within WisDOT.

6.2.1. B.1 Experience with data access

1. To what extent do you agree/disagree with tleing statement?
“| always have good access all the data needed for my job function.”
[ ]Strongly Disagree [ ] Disagree [ |Neutral [ ]Agree [] Strongly Agree

2. To what extent have technical, organizatioaad| financial factors hindered your access to
data in WisDOT?Please choose one option for each row)

Always Often Sometimes Never

Technical Factors [] ] ] []
Organizational Factors ] [] ] []
Financial Factors [] ] ] []

3. Please briefly describe specificasions that you have hadpiems accessing the data you
need within WisDOT?

4. Please provide your suggestions as todaiay access may be improved across WisDOT.
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1.

B.2 Experience with data quality

To what extent do you agree/disagree wigtfdllowing statement?
“I am pleased with the qualitgf data that | receive.”
[ ]Strongly Disagree [ ] Disagree [ Neutral [ ]Agree [] Strongly Agree

Please explain your response to the queabove. What specific issues have you
encountered regarding data quality, if any?

3. Please provide your suggestions as to hoavalality may be improved across WisDOT.

B.3 Experience with data format

1. Please respond to the following statemeratsréiate to your experience with data formats.
(Please choose one option for each row)

“The format in which | receive data makes it...”

Always Often Sometimes Never

1. Usable immediately

2. Usable after minor manipulation
3. Usable after major manipulation
4. Not usable

NI
NI
NI
NI
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2. Please explain your response to the queatove. If applicable, please provide examples of
minor and major manipulations that you need toqrerf

3. Please provide your suggestions to impdata format interoperability within WisDOT.

B.4 Timeliness of data

1. To what extent do you agree/disagree thighfollowing statement?
“The data items that | acquire and use for plannarg timely and up to date.”
[ ]Strongly Disagree [ ] Disagree [ |Neutral [ ]Agree [] Strongly Agree

2. Please explain your response to tlestipn above and specify any data items that yaudvo
like to see updated more frequently to better sttpgmur planning activities.
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3. Please provide your suggestions as to heavtdaeliness may be improved across WisDOT.
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Part C: Data Experience with other Agencies

The questions below are concerned with your expeeién obtaining and working with data
from other agencies at the federal, state and lewal.

1. Please list the primary agencies (federa#dtatal) from which you frequently acquired data
for your planning purposes. (e.g FHWA, Departmdmtiatural Resources, Department of

Administration , Department of Revenue, local RPEM) etc.)

2. To what extent do you agree/disagree witHdhewing statements as they relate to your data
experience with these external agen2i@gase choose one option for each row)

“l always have good access all the data
needed for my job function.”

“I am pleased with the qualitgf data that |
receive.”

“The formatof data | receive is convenient and
compatible to my planning applications.”

Disagree Disagree Neural Agree Agree.
0 O O O O
0 O O O O
0 O O O O
0 O O O O

“The data items that | acquire and use for
planning are_timelyand up-to daté
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3. What are the main issues relating to datarghavith these external organizations? Please
describe specific problems with regard to data ssaguality, format or timeliness.

4. Please provide any suggestions to improvexising data sharing mechanism between
WisDOT and other organizations.
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Part D: Unmet Needs

Overall, what planning activities would you likegerform/ perform more efficiently, but you
are currently unable to because of the variousidatees identified in the earlier parts of this
survey? Are there any other unmet or future datsa that you have in relation to your work?

Please describe briefly below.
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Part E: Data Inventory

In the table below, please provide information rdgay the data items/databases that you frequevihk with. Examples of data
items include land use data, environmental datan@uic data, Census data, network files (highwaygets, bike paths, etc.),
WISLR, MetaManager, WisTransPortal, PhotoLog, Tra€l§.

Name of data | Type of data Metadata Software tool Custodian (name and | Comments

item/database| (geospatial, Available Used(ArcGIS, contact info, if possible) (relating to data accessibility, format
text, numerical,| (yes/no) Excel, SAS, MS interoperability, quality, timeliness, etc.)
imagery etc) Word etc)

1.

2.

3.
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Name of data | Type of data Metadata | Software tool Custodian (hame and | Comments

item/database| (geospatial, Available Used(ArcGIS, contact info, if possible) (relating to data accessibility, format
text, numerical,| (yes/no) Excel, SAS, MS interoperability, quality, timeliness, etc.)
imagery etc) Word etc)

4.

5.

6.

7.
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Name of data | Type of data Metadata | Software tool Custodian (hame and | Comments

item/database| (geospatial, Available Used(ArcGIS, contact info, if possible) (relating to data accessibility, format
text, numerical,| (yes/no) Excel, SAS, MS interoperability, quality, timeliness, etc.)
imagery etc) Word etc)

8.

9.

10.

11.
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APPENDIX B. DISCUSSION

Comments from the Wisconsin Department of Transportion

The Wisconsin Department of Transportation (WisD@3ognizes the longstanding positive
and productive relationship with the Universitygfsconsin-Madison in the areas of research
and engineering and looks forward to continuingéheelationships.

On project 0092-07-23, “Data Integration and Pastnip for Statewide Transportation
Planning,” the UW researchers worked closely witlsDXDT staff to identify and respond to
feedback and comments on the conduct of the rdseartits findings. Most of the feedback
and comments were accepted and incorporated bgsearchers. The department recognizes
and respects the purview of the researchers tadeatlements they consider appropriate and
necessary to communicating the results of the relsgaoject.

However, certain issues remain unresolved and remaoncern for the department. These
issues include the application of the literaturge, the scope of the survey conducted in the
research and the limited reflection of WisDOT'sremt data management efforts.

Specifically, WisDOT notes the following concermegarding this project:

e A substantial portion of the research project iseobon publications that are five years or
older. Efforts to address and stay current witht@logy and data management needs
are an ever evolving and changing forum. Whattwwgsone or more years ago are
oftentimes no longer applicable. While the remoliterature review offers insight into
the data issues faced by DOTs nationwide, mangeofssues identified have already
been resolved or are in process to be resolvediscansin.

e The survey used to assess the current value aadédatls in WisDOT's planning
business areas offered an unbalanced analysisag@ikspof needs and available
resources. The report does not offer an analysighether the results of the survey are
isolated to an individual experience or widesprmdughout the organization. This
paper does not verify the responses; thus, assomspbn WisDOT practices are not
accurately reflected. As a result, work effortsleirway or in the future pipeline are not
acknowledged.

These comments reflect input from these WisDOTrmss areas:
e Bureau of Planning
e Bureau of State Highway Programs
e Research & Communication Services Section

These comments are submitted by Daniel Yeh, CWe&DOT Research & Communication
Services Section on September 30, 2009.
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Authors’ Response

In response to the above comments provided by WisBi©September 30, 2009, the research
team offers the following clarifications.

The literature review presented in the report otfiehe literature scan conducted initially
in early 2008 (the original timeline for the taskjd later expanded and updated in late
2008. Several databases were used to search flslpdmaterials, including TRB
publication catalogs, TRIS online, and Web of Knedge. These are databases
commonly used by transportation professionals. Bé&stsch was also conducted by the
research team to locate web sites describing netelata practices. Due to the broad
scope of the topic, various keyword combinationsenesed and the hit lists carefully
screened through to exclude many irrelevant studies research team had strived to
locate the most recent and relevant informatiopublished format. However,
considering that information technology is condiaavolving, planning agencies’
experiences in data integration may not be weludwented or published in a timely
fashion. This set a limit on what the research teaaid uncover through the literature
review process. The research team did recognizackmbwledge this limitation. The
literature review findings were therefore used auiiy to provide the readers some
insights into the spectrum of data-related chaksngpically faced by transportation
planning agencies and the range of solutions teat been considered in the past. The
research team did not intend to suggest that tine shallenges and solutions would be
directly applicable to WisDOT. Rather, these pagiegiences and lessons learnt of other
agencies served as background information anditigrpoints for our investigation of

the practice in WisDOT. While some of the ideasadrdrom the literature review did
apply and feed into the research team’s recommiemaafior WisDOT, our
recommendations were developed based on sevegmalrefearch tasks that attempted to
examine the local issues (as depicted in Figure 1).

It was the intent for section 3.2 to truthfully cepthe information provided by the survey
respondents. As emphasized on page 26 of the répods with any qualitative survey,
the findings reported below do not necessarilyefthe ‘true’ data-related practices in
WisDOT. Rather, they reflect the respondents’ depees and perceptions that may (or
may not) vary from individual to individualAlso highlighted in the executive summary
on page viii: fo]ur survey to BPED staff resulted in a responaterof about 30% (9
responses). Thus, caution needs to be exercisea wiagpreting these individual
responses$.The research team did devote significant effenifying the user experience.
In some cases, the research team was able tofid#r@iunderlying issues that may have
led to user misperception of the actual WisDOT ficac These were reported on page 31
of the report. The research team recognizes antbadkdges that there is limitation to
what the research team was able to assess. Tlitigtion is largely attributed to the fact
that data management is a dynamic process involvimgltitude of business units across
WisDOT. Given the limited scope of and the resosiiaeailable to this project, not all
business units and decision makers involved irptbeess were interviewed as part of
this project. Thus, further work is warranted tot&edocument all of WisDOT'’s efforts
that are underway or in the future pipeline.
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